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1.0 Lab: Install GAiA OS R80.10 on New York HQ Firewall 
 

Lab Objectives 
 

§ Install GAiA OS on HQ Firewall – NY-FW-1 
 
1.0 Start NY-FW-1 device and connect to the console 
 

1. Right-click on NY-FW-1 and click Start 

 
 

2. Right click on NY-FW-1 and click Console 
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2.0 Start GAiA OS installation process 
 

Select Install Gaia on this system and hit Enter 

 
 
3.0  Confirm Check Point GAiA installation start 
 

Select OK and hit Enter. 
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4.0  Let’s now increase System-root and Logs partitions’ size.  
 
As a common practice, Logs partition can be increased in order to 
accommodate a larger amount of logs, which means visibility over a larger time 
window. Change the default values as follows: 
 

Parameter Value 
System-root(GB) 20 

Logs(GB) 20 
 
Please note that Backup and Upgrade(GB) size adjusts automatically and is 
related to total disk size value and values configured for above partitions.  
 

 
 
Select OK and hit Enter to continue. 
 
5.0  Define password for the admin account 
 
You will use this username and password pair in order to authenticate when 
connecting on the Check Point Gaia Firewall, either on Web UI or through an 
SSH session.  
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During the course I will use admin/admin123 authentication credentials for 
Gaia OS devices, please define now the password for admin account at your 
own convenience. 
 

 
 
Select OK and hit Enter. 
 
6.0  Define management port for NY-FW-1 Gaia Firewall 
 
Please note that any port can be configured as the management port. The 
appliance will communicate through the management port with the Security 
Management Server, but first it establishes secure connectivity with the server 
(SIC – Secure Internal Communication). 
 
Take a look on the Lab Diagram and note what is the port that will be used for 
management purposes. 
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Navigate using the keyboard to eth2 and hit Enter to continue. 

 
 
7.0  Define IP addressing configuration for management port. 
 
Take a look on the Lab Diagram and note what is the IP addressing scheme that 
will be used for the management port. 

 
 
Fill in the following details: 
 

Parameter Value 
IP address 10.0.0.1 
Netmask 255.255.255.0 
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Select OK and hit Enter to continue. 
 

 
 
8.0  Confirm the installation process start. 
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Select OK and  hit Enter to start the installation process. 
 
9.0 Installation is complete, verify login credentials 
 
Hit Enter to Reboot. Select Do not install Gaia. Boot from local drive 
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Wait for 1-2 minutes, depending on hardware you are running the lab topology 
on and enter login credentials. Please type in the following parameters: 
 

Parameter Value 
Login admin 

Password admin123 
 
Login is successful and this concludes Gaia R80.10 OS installation on NY-FW-1. 
 

 
 
NOTE:  In this lab we have installed the Gaia OS on the HQ Firewall. Please note 
that installation is not finished yet, some parameters need to be configured 
from this point on.  
Please note that when we were asked to Reboot the machine in order to finish 
installation, the following message was displayed: 
 
To complete the first time configuration of the system, login from console or 
connect using a browser to “https://10.0.0.1” 
 
In Module 4, we will connect to NY-FW-1 at https://10.0.0.1 using a browser 
and go through the First Time Configuration Wizard. A lab will be available on 
the topic and will provide you a complete walk-through. 
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2.0 Lab: Install GAiA OS R80.10 on New York Security 
Management Server (SMS) 
 

Lab Objectives 
 

§ Install GAiA OS on HQ SMS – NY-SMS-1 
 
1.0  Start NY-FW-1 device and connect to the console 
 

1. Right-click on NY-SMS-1 and click Start 

 
 

2. Right click on NY-SMS-1 and click Console 
 

 



 

                                                              
  

13 

Check Point R80.10 Training Bootcamp 

2.0 Start GAiA OS installation process 
 

Select Install Gaia on this system and hit Enter 
 

 
 
3.0 Confirm Check Point GAiA installation start 
 

Select OK and hit Enter. 
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4.0  Let’s increase System-root and Logs partitions’ size.  
 
Same as we did when running the installation for NY-FW-1, change the default 
size values of the two partitions to the following new ones:  
 

Parameter Value 
System-root(GB) 20 

Logs(GB) 20 
 
Again, please note that Backup and Upgrade(GB) size adjusts automatically 
and is related to total disk size value and values configured for above 
partitions.  
 

 
 
Select OK and hit Enter to continue. 
 
5.0  Define password for the admin account 
 
I will use the same username and password pair : admin/admin123 
 
Please enter and confirm the password at your own convenience. Then select 
OK and hit Enter to continue. 
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6.0  Define management port for NY-SMS-1 Gaia Firewall 
 
Take a look on the Lab Diagram and note what is the port that will be used for 
management purposes. Actually, as we can see on the Lab Diagram, this is the 
only port used on the SMS. 
 

 
 
Navigate using the keyboard to eth0 and hit Enter to continue. 
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7.0 Define IP addressing configuration for management port. 
 
Take a look on the Lab Diagram and note what is the port that will be used for 
management purposes. 

 
 
Fill in the following details: 
 

Parameter Value 
IP address 10.0.0.100 
Netmask 255.255.255.0 

Default gateway 10.0.0.1 
 

Select OK and hit Enter to continue. 
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8.0 Confirm the installation process start. 
 
Select OK and hit Enter to start the installation process. 
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9.0  Installation is complete, verify login credentials 
 
Installation is now complete, let’s verify login credentials and connectivity to 
NY-FW-1 through ICMP (ping). 
Hit Enter to Reboot. Select Do not install Gaia. Boot from local drive 
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Wait for 1-2 minutes, depending on hardware you are running the lab topology 
on and enter login credentials. Please type in the following parameters: 
 

Parameter Value 
Login admin 

Password admin123 
 

 
Login is successful and this concludes Gaia R80.10 OS installation on NY-SMS-1. 
 
Let’s verify and confirm IP connectivity to NY-FW-1: 

 
Connectivity between NY-FW-1 and NY-SMS-1 is working as expected. 
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3.0 Lab: Install GAiA OS R80.10 on London Firewall 
 

Lab Objectives 
§ Install GAiA OS on London FW – L-FW-1 

 
1.0  Start NY-FW-1 device and connect to the console 
 

1. Right-click on L-FW-1 and click Start 
 

 
 

2. Right click on L-FW-1 click Console 
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2.0 Start GAiA OS installation process 
 

Select Install Gaia on this system and hit Enter 

 
 
3.0 Confirm Check Point GAiA installation start 
     Select OK and hit Enter. 
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4.0 Let’s increase System-root and Logs partitions’ size.  
 
Same as we did when running the installation for NY-FW-1 and NY-SMS-1, 
change the default size values of the two partitions to the following new ones:  
 

Parameter Value 
System-root(GB) 20 

Logs(GB) 20 
 

 
 
Select OK and hit Enter to continue. 
 
5.0 Define password for the admin account 
 
I will use the same username and password pair : admin/admin123 as in the 
case of NY-FW-1 and NY-SMS-1 Gaia OS installation process. 
 
Please enter and confirm the password at your own convenience. Then select 
OK and hit Enter to continue. 
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6.0 Define management port for L-FW-1 Gaia Firewall 
 
The Remote Firewall in London Branch, L-FW-1, will be managed remotely by 
New York SMS. This means that the management interface must be the outside 
interface, connecting to internet cloud. 
 
Take a look on the Lab Diagram and note what is the port that will be used for 
outside connectivity. 
 

 
 



 

                                                              
  

24 

Check Point R80.10 Training Bootcamp 

Navigate using the keyboard to eth1 and hit Enter to continue. 
 

 
 
7.0 Define IP addressing configuration for management port. 
 
Take a look on the Lab Diagram and note what is the IP addressing scheme that 
will be used for eth1. 
 

 
 
Fill in the following details: 
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Parameter Value 
IP address 201.0.1.1 
Netmask 255.255.255.0 

Default gateway 201.0.1.254 
 

Select OK and hit Enter to continue. 

 
8.0 Confirm the installation process start. 
 
Select OK and hit Enter to start the installation process. 
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9.0 Installation is complete, verify login credentials 
 
Hit Enter to Reboot. Select Do not install Gaia. Boot from local drive 
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Wait for 1-2 minutes, depending on hardware you are running the lab topology 
on and enter login credentials. Please type in the following parameters: 
 

Parameter Value 
Login admin 

Password admin123 
 

 
 
Login is successful and this concludes Gaia R80.10 OS installation on L-FW-1. 
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4.0 Lab: Install Microsoft Windows Server 2012 in NY HQ 
 

Lab Objectives 
§ Install Microsoft Windows Server 2012 located in New York HQ 

 
1.0 Start NY-AD device and connect to the console 

 
1. Right-click on NY-AD and click Start 

 
 

2. Right click on NY-AD click Console 
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2.0 Choose Country or Region, Language and Keyboard layout that best suits 
you. Click Next to continue. 

 
3.0 Accept Microsoft Software License Terms. Click I accept to continue. 
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4.0 Define Administrator account password. 
 
Please enter a password for the administrator account. For the Microsoft 
Server 2012 host, I will define the password “admin123!”. 
 
Fill in the password in both fields and click Finish  

 
Installation is complete, let’s test the authentication credentials. Enter 
admin123! and hit Enter to log in.  
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5.0 Installation is finished now. We now have the Microsoft Windows Server 
2012 ready for adding roles. Please note that one of the roles that we will 
add to the server is, as the name implies (NY-AD), the Active Directory 
role. 
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5.0 Lab: Configure IP addressing on Lab hosts  
 

Lab Objectives 
§ Configure IP addressing on Lab host machines 
§ Configure IP addressing on Cloud-Internet router 

 
1.0 Start all Lab hosts and connect to console 
 
Let’s configure IP addressing on all of the hosts on the Lab topology, so that 
they are ready to use in the upcoming modules and associated labs. This 
section of Lab 5 refers to the following host machines: 

- MGMT 
- NY-LAN-1 
- NY-AD 
- NY-DMZ 
- REMOTE-USER 
- L-LAN-1 

Right-click on device and click Start. Right-click on device and click Console. 
 
Navigate with the cursor in the bottom-right of the screen, right-click on 
computer icon and click on Open Network&Internet Settings.  
 

 
 
2.0 Navigate to Ethernet menu 
 
On the left side, there is a menu Network&Internet. Navigate to Status 
category. 
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3.0 On the right side of the screen, under Change your network settings click 
on Change adapter options. 
 

 
 
4.0 Network connections window opens. You should see here at least one 
Ethernet card. Right-click on your Ethernet card and select Properties. Next, 
click on Internet Protocol Version 4(TCP/IPv4) and click on Properties. 
 
Now, you can edit the IPv4 addressing for all your Windows host. Please take a 
look on the Lab diagram and note what is the IP addressing scheme used for 
the Windows hosts. 
 
Fill in all the details and click OK to finish and apply configuration. 
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For simplicity, here is the complete list of IP addressing details that needs to be 
completed in this section of Lab 5 on Windows OS machines: 
MGMT host machine 

Parameter Value 
Name MGMT 

Internal Address 10.0.0.100/24 
Default Gateway 10.0.0.1 

 
NY-AD host machine 

Parameter Value 
Name NY-AD 
Internal Address 172.16.10.200/24 
Default Gateway 172.16.10.1 

 
NY-LAN-1 host machine 

Parameter Value 
Name NY-LAN-1 
Internal Address 172.16.10.100/24 
Default Gateway 172.16.10.1 

 
Remote-User host machine 

Parameter Value 
Name REMOTE-USER 
IP Address 202.0.1.1/24 
Default Gateway 202.0.1.254 
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L-LAN-1 host machine 

Parameter Value 
Name L-LAN-1 
Internal Address 172.16.30.100/24 
Default Gateway 172.16.30.1 

 
5.0 Configure IP addressing on NY-DMZ 
 
Start NY-DMZ server and connect to console. Wait until the machine boots up 
and login. If you have installed the Ubuntu machine like it was presented in the 
video training, than the password is the same as username : osboxes.org 
Otherwise, enter your configured password. 
 
In the top-right part of the screen, click on the arrow and then click on Settings. 
 

 
 
On the left-side of the Settings window, click on Network. 

 
 
In the right-side of the window, click on Settings button. 
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Now, navigate to IPv4 menu at the top and click on Manual. 

 
 
Fill in the following details, as outlined by the Lab Diagram: 

Parameter Value 
Name NY-DMZ 
Internal Address 172.16.20.200/24 
Default Gateway 172.16.20.1 

When done, click Apply on top-right corner of the window. 
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6.0 Configure IP addressing on Cloud-Internet Router 
 
Please take a look on the Lab diagram and note the IP addressing scheme. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Router>enable 
Router#configure terminal 
Enter configuration commands, one per line.  End with CNTL/Z. 
Router(config)#hostname CLOUD-ROUTER 
CLOUD-ROUTER(config)#interface Gi1 
CLOUD-ROUTER(config-if)#ip address 200.0.1.254 255.255.255.0 
CLOUD-ROUTER(config-if)#description INTERFACE-TO-NY-FW-1 
CLOUD-ROUTER(config-if)#interface Gi2 
CLOUD-ROUTER(config-if)#ip address 201.0.1.254 255.255.255.0 
CLOUD-ROUTER(config-if)#description INTERFACE-TO-L-FW-1 
CLOUD-ROUTER(config-if)#interface Gi3 
CLOUD-ROUTER(config-if)#ip address 202.0.1.254 255.255.255.0 
CLOUD-ROUTER(config-if)#interface Gi4 
CLOUD-ROUTER(config-if)#ip address dhcp 
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The CLOUD-ROUTER used in the Lab topology is a Cisco Router. Above 
configuration has been applied, but verifications need to be conducted. 
ALWAYS VERIFY YOUR CONFIGURATION ! 
 
Let’s verify if interfaces got the IP addresses and also verify interfaces states: 
  
  
 
 
 
 
Technically speaking information related to IP addresses is not complete, 
because we don’t see the subnet mask and we can’t be sure if any typo is there 
or not. The next command should clarify the doubts: 
 
 
 
 
 
 
Please note that all interfaces are not functional at the moment as they are in 
the administratively down state. Let’s enable the interfaces: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

CLOUD-ROUTER#show ip interface brief 
Interface              IP-Address      OK? Method Status                Protocol 
GigabitEthernet1       200.0.1.254     YES manual administratively down down     
GigabitEthernet2       201.0.1.254     YES manual administratively down down     
GigabitEthernet3       202.0.1.254     YES manual administratively down down     
GigabitEthernet4       unassigned      YES DHCP   administratively down down     

CLOUD-ROUTER#show ip interface gi1 
GigabitEthernet1 is administratively down, line protocol is down 
  Internet address is 200.0.1.254/24 
  Broadcast address is 255.255.255.255 
  <output omitted> 

CLOUD-ROUTER#conf t 
Enter configuration commands, one per line.  End with CNTL/Z. 
CLOUD-ROUTER(config)#interface gi 1 
CLOUD-ROUTER(config-if)#no shutdown 
CLOUD-ROUTER(config-if)#interface gi 2 
CLOUD-ROUTER(config-if)#no shut        
CLOUD-ROUTER(config-if)#interface gi 3 
CLOUD-ROUTER(config-if)#no shut        
CLOUD-ROUTER(config-if)#interface gi 4 
CLOUD-ROUTER(config-if)#no shut        
CLOUD-ROUTER(config-if)# 
CLOUD-ROUTER(config-if)#end 
CLOUD-ROUTER# 
CLOUD-ROUTER# 
CLOUD-ROUTER#show ip interface brief 
Interface              IP-Address      OK? Method Status                Protocol 
GigabitEthernet1       200.0.1.254     YES manual up                    up       
GigabitEthernet2       201.0.1.254     YES manual up                    up       
GigabitEthernet3       202.0.1.254     YES manual up                    up       
GigabitEthernet4       unassigned      YES DHCP   up                    up       
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Please note that interface Gi4 (or eth4) is connected to Internet Cloud and will 
receive the IP address through DHCP. A log like the following should appear in 
the CLOUD-ROUTER console, with different IP address/mask, depending on 
your environment. 
 
%DHCP-6-ADDRESS_ASSIGN: Interface GigabitEthernet4 assigned DHCP 
address 192.168.128.222, mask 255.255.255.0, hostname CLOUD-ROUTER 
 
If everything went well, internet connectivity should be functional on CLOUD-
ROUTER. Let’s verify: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

CLOUD-ROUTER#ping 8.8.8.8 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 8.8.8.8, timeout is 2 seconds: 
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 17/17/18 ms 
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6.0 Lab: First Time Wizard on NY-FW-1  
 

Lab Objectives 
§ Run the First Time Wizard on NY-FW-1 through WEB UI 

 
After you finish the Gaia OS installation on NY-FW-1, when you connect to NY-
FW-1 console, you will be provided the following message: 
 
“In order to configure your system, please access the Web UI and finish the First 
Time Wizard.”  
 
What if you don’t know what’s the IP address of the FW you should be 
connecting to ? What is a quick way to find that ?  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
I know that we haven’t discussed so far about CLI – Command Line Interface, I 
will be introducing this in this module, Module 4, with a detailed lab, but this is 
a good moment to learn something new. 
 
So, if no information is available, no Lab diagram, etc … this is what you could 
do. The first command “show management interface” will show you what is 
the interface of the appliance that is being used as the management interface. 
If the appliance is not a physical one, any interface can be used as the 
management interface. 
 

NY-FW-1> show management interface  
eth2 
NY-FW-1> show configuration interface  
set interface eth0 link-speed 1000M/full  
set interface eth0 state off  
set interface eth0 auto-negotiation on  
set interface eth1 state off  
set interface eth2 link-speed 1000M/full  
set interface eth2 state on  
set interface eth2 ipv4-address 10.0.0.1 mask-length 24  
set interface eth3 state off  
set interface eth4 state off  
set interface lo state on  
set interface lo ipv4-address 127.0.0.1 mask-length 8  
NY-FW-1> 
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The second command “show configuration interface” will output the current 
configuration that is applied for all interfaces available. We can easily see that 
the Management IP address of NY-FW-1 is 10.0.0.1. 
 
Open a browser, classic Internet Explorer (not Edge), on MGMT PC and 
navigate to : https://10.0.0.1. 
 
You will receive a warning related to the Digital Certificate the NY-FW-1 is 
presenting when connecting through secure HTTP (HTTPS). 
 

 
 
 
Click on “Continue to this site (not recommended)” and you will be directed to 
Gaia Portal R80.10. Please enter login credentials as defined in the previous 
configuration steps. As mentioned previously, I am using admin/admin123 as 
my username and password authentication pair. 
 
Enter username and password and hit Enter. 
 
Let’s start the Check Point First Time Wizard for New York HQ Firewall. 
 
Click Next to begin. 
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The next screen will provide you different options that you may want to choose 
when running the First Time Wizard (FTW). 
 
The option Install a version from Check Point Cloud provides as the name 
implies installation of Gaia through the internet. In this case you would have to 
define IP address, Subnet Mask and Default Gateway on an interface that will 
connect to Check Point Cloud through Internet and will fetch configuration this 
way. 
 
The option “Install from USB Device” will help you install fast the parameters 
included in FTW, from a previous install, that were saved on a USB stick. 
 
The last option “Import existing snapshot” includes the most complete backup 
solution Check Point is offering for its appliances. This option includes OS and 
configuration parameters. You can think of this as a snapshot of a virtual 
machine that you are running in VMware Workstation on your PC. 
 

1. Leave the first option selected “Continue with R80.10 configuration” 
and click Next to continue. 
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2. Confirm the IP addressing schema for your ETH2 management interface 
and click Next to continue. 
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3. Optional, you can configure the IP address for NY-FW-1 internet 
connectivity in this step. This will be configured in a later module, when 
connection to the Web UI (user interface). For now, just click Next to 
continue. 

 
 

4. Configure device information. 
 
Please fill in the necessary details as per below table. 
 

Parameter Value 
Host Name NY-FW-1 
Domain Name chkp.local 
Primary DNS Server 172.16.10.100 
Secondary DNS Server 8.8.8.8 
Tertiary DNS <Leave Blank> 

 
Please note that the Primary DNS IP Address is actually the Microsoft 2012 AD 
Server. We will configure AD and DNS roles on the server at the later stage. 
 
Click Next to continue. 
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5. Date and Time settings. 
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6. Installation Type. 
 
In this step, you will choose what is the machine going to be. Is it going to run 
as a Security Gateway ? Or a Security Management Server ? Either separate or 
on the same machine … or is this going to be a Multi-Domain server ?  
 
For now, don’t worry about the second option, it will be explored later if 
needed. Our choice is the first one, please click Next to continue. 
 

 
 
 

7. Products. 
 
This is a very important step in the configuration, please pay attention. Now 
you will define what kind of deployment will this be. Will you run the Security 
Gateway and the Security Management Server functionalities on the same 
machine or separately ?  
 
This refers to what was explained in Module 1. You need to decide at this step 
if this is going to be a Standalone deployment or a Distributed deployment. In 
our lab, this is Distributed deployment, as we have a separate SMS machine. 
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Please delesect the Security Management option and then click Next to 
continue.  

 
 

8. Dynamically Assigned IP 
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NY-FW-1 Gateway will have all IP addresses statically defined, no dynamic 
DHCP in this case. Leave everything as it is and click Next to continue. 
 

9. Secure Internal Communication (SIC) 
 
When first contacting the Security Management Server, the connection 
between the GW and SMS is authenticated based on the password (or SIC key) 
that you define. After successful authentication, SMS will provide digital 
certificates to all GWs and the authentication will be based on certificates, just 
like in a typical PKI environment. 
 
Please type admin123 as the activation key and click Next to continue. 
 

 
 

10.  First Time Wizard Summary 
 
This concludes the First Time Wizard installation steps. The wizard outlines the 
fact that this machine will be a Security Gateway after FTW installation will run. 
 
Please click Finish and then Yes in order to start the FTW installation. 
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11. Restart the system.  
 
Either wait or click OK. 

 



 

                                                              
  

50 

Check Point R80.10 Training Bootcamp 

12. Verification 
 
After the system restarts, you are being asked to login to the system: 
 

 
 
Enter your authentication username and password (admin/admin123) and you 
should successfully login into the Gaia Web UI. 
 

 
 



 

                                                              
  

51 

Check Point R80.10 Training Bootcamp 

7.0 Lab: Introduction to Gaia Web UI  
 

Lab Objectives 
§ Get familiar with Gaia Web UI 

 
Gaia is the Check Point Operating System (OS), just like for Cisco Systems is the 
IOS, for Palo Alto Networks is the PAN-OS, for Fortinet is the Forti OS, etc. 
 
Gaia can be configured through Command Line Interface (CLI) or via the Web 
User Interface through secure HTTP (HTTPS). The Web UI can be accessed 
through major browsers, like Safari, Internet Explorer, Google Chrome, etc. 
 
In the previous Lab you have successfully run the First Time Wizard on the New 
York Firewall, which means that we can now access NY-FW-1 through Web UI. 
In this Lab we will go through a high level overview on Web UI on the NY-FW-1. 
 
On the MGMT PC, open Internet Explorer (recommended browser for Windows 
users) and navigate to https://10.0.0.1. Enter the login credentials 
admin/admin123 and you should be presented the NY-FW-1 Web UI.  
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First thing to note is that only one user has Read/Write permissions at any 
given time. Any other users, will have only Read Only rights, so will not be able 
to modify the Gaia OS configuration, but only view the configuration. 
 
Let’s take an example. User1 logs into Gaia and because no other user is logged 
in already, it will be granted Read/Write permissions. In Check Point world, this 
is called a Configuration Lock. When User2 logs into Gaia, because the 
Read/Write permissions have been granted to User1 (there is a user already 
logged in), it will be granted with only Read Only permissions. User2 has now 
two options, either continue the session with Read Only permissions or to 
Override Configuration Lock, which means User2 will be granted the 
Read/Write permissions (User2 will “take” the Read/Write permissions from 
User1). Please note that User1 will NOT be notified of this change and will 
continue to have Read Only (or view) permissions during this session. 
 
How to obtain or Override Configuration Lock ? 
 
If you are connecting to Gaia through Web UI,  in the top-left corner of the 
page there is an icon button – Lock Icon that will help you override the 
configuration lock and obtain Read/Write permissions on the Gaia system.  
 

 
 
Click the lock icon and then confirm that you want to override the lock. 
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If you connected to Gaia through CLI, you will need to run a command, which 
will do the same thing, grant Read/Write permissions to the user. Please run 
lock database override if you need to override configuration lock and be 
granted with Read/Write permissions on the system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
I am try to create a new user, while I have Read Only rights. Other user has 
logged in before me and it has the Read Write(RW) rights. After I “request” the 
Read Write rights through lock database override command, I receive no error 
and I am able to run commands that need RW rights. 

This system is for authorized use only. 
login: admin 
Password:  
CLINFR0771  Config lock is owned by admin. Use the command 'lock database override' 
to acquire the lock. 
NY-FW-1> set user admin2 password 
CLINFR0519  Configuration lock present. Can not execute this command. To acquire the 
lock use the command 'lock database override'. 
NY-FW-1> lock database override 
NY-FW-1> set user admin2 password 
No existing User: Add user first using add user commands. 
NY-FW-1> 
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When you first log in the Web UI, you have the possibility to choose if you are 
going to see the complete page (Advanced) or a basic version with not all the 
options included (Basic). I advise you to choose the Advanced mode, as there 
are not so many options available and you should get comfortable, in time, 
with every option available in the GUI as well.  

 
 
Top Toolbar 
 
At the top of the page you can see a toolbar, that includes the following: 
- Release/Override configuration lock icon 
- Terminal icon – opens a shell for Gaia CLI configuration 
- Open scratchpad – opens a Microsoft Word like scratchpad to take notes if 
you want to 
- Search bar – search specific menus or options that are available on the Gaia 
OS 
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Overview page 
 
The Overview page provides general information about the system in a fast 
way through widgets. You can customize what widgets to be available on the 
page scrolling down the Overview page and click on  Add Widget button. Once 
you decide what are the relevant widgets for you, you can rearrange them in 
the way you want, simply in a drag-and-drop manner. 
 
 

 
 
 
 1. Network Management Menu 
 
The Network Management menu contains very important configuration sub-
menus that you must be aware of. As you ca see in the Web UI, the available 
sub-menus are: 
- Network Interfaces 
- ARP 
- DHCP Server 
- Hosts and DNS 
- IPv4 Static Routes 
- Netflow Export 
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In the Network Interfaces sub-menu, you configure the IP addresses of your 
Check Point appliance and also define what is the Management interface that 
you will be using. 
 

 
 
In ARP sub-menu you can define static ARP entries, some general ARP settings 
and also define  Proxy ARP. 
 

 
 
In DHCP Server sub-menu you can enable your Gaia appliance in order to run 
as a DHCP server and also, obviously, define DHCP server subnets to be used. 
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In Hosts and DNS sub-menu, you can define DNS settings and create static DNS 
mappings. 
 

 
 
In IPv4 Static Routes sub-menu, as you may probably imagine, you can define 
static routing.  
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The last sub-menu available in Network Management category is Netflow 
Export, here you can define netflow collectors for receiving traffic from Gaia 
appliances. 

 
 
The second category available in the menu is :  
 
2. System Management Menu 
 
I will go through some of the most important sub-menus, but I highly advise 
you that you go through all of them, at least to see and understand that 
different configuration options are available. This way you will get more 
familiar with the Web UI and feel more comfortable when you need to work 
with it. 
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Time  - set time, date and timezone on your appliance; this is an important 
topic, because you want your logs to have correct timestamps if you need to 
investigate some events, at some point. Keeping your infrastructure time 
synced is a recommended practice and I advise you to follow along 
 
SNMP – set SNMPv2 and v3 communities and define traps 
 
Mail Notification – define mail server and an email address to send 
notifications to 
 
System Logging – logging related configurations; define external logging server, 
different than SMS 
 
Host Access – define who is allowed to connect to the Gaia appliance 
 
3. Advanced Routing Menu 
 
The Advanced Routing Menu includes all routing capabilities of the Check Point 
Gaia appliance. As you could see earlier, static routing is covered in a different 
sub-menu(Network Management -> IPv4 Static Routes), this menu covers only 
dynamic routing. 
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In a nutshell, this menu covers advanced routing capabilities, DHCP relay, 
multicast routing (IGMP, PIM, static multicast routing), route aggregation and 
redistribution, routing filters, policy-based routing and routing monitoring. 
 
We may explore some of these functionalities as we progress through the 
course, for now it is sufficient you know that these functionalities exist. 

 
  
4. User Management Menu 
 
The functionalities that are made available in this menu are very important if 
you want or you need to segregate duties in the organization. For example, the 
Network Operations Center (NOC) is divided into two levels. Level 1 is 
responsible for monitoring, opening tickets and easy troubleshooting and Level 
2 is the Expert level where only complicated issues are treated.  
 
You may want, for example, to create users for Level 1 with only Read Only 
rights on the Check Point gateways and FULL admin rights for Level 2 
department. This is something that you can accomplish through custom users 
and roles and we will have a separate Lab dedicated to this topic. 
 
Let’s have a short overview of what’s included in this menu. You can change 
your password here, create users, create roles, change or customize the default 
password policy (for example, password complexity -> password should contain 
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at least two character types, letters and numbers ), define external 
authentication servers (RADIUS, TACACS+) and define system groups. 

 
 
5. High Availability Menu 
 
This menu includes two sub-menus, VRRP and Advanced VRRP, and here is 
where you can implement VRRP related configuration for high availability 
purposes (a secondary gateway can take over if the primary fails). 
VRRP is an open-standard and it accomplishes the same thing as HSRP, for 
example, which is Cisco proprietary. 
 

 
 
6. Maintenance Menu 
 
In the maintenance menu you can check the licensing status or do the actual 
licensing activation of the Check Point Gateway.  
 
Another topic that needs your attention is backup. Two types of backup are 
available: System Backup – which will backup the gateway configuration and 
Snapshot Management – which will backup the entire gateway – operating 
system image plus the configuration. 
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Download SmartConsole is the sub-menu you will access when downloading 
and installing the management application and this will be covered in a future 
lab. 
 
The last sub-menu, Shut Down, provides the ability to shut down or restart the 
appliance in the correct way, so not by powering off the appliance from the 
power button. 

 
 
7. Upgrades (CPUSE) 
 
The last menu covers the software updates and update policy related to your 
Check Point appliance. 
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8.0 Lab: First Time Wizard on NY-SMS-1  
 

Lab Objectives 
§ Run the First Time Wizard on NY-SMS-1 through WEB UI 

 
Open a browser, classic Internet Explorer (not Edge), on MGMT PC and 
navigate to : https://10.0.0.100 
 
You will receive a warning related to the Digital Certificate the NY-SMS-1 is 
presenting when connecting through secure HTTP (HTTPS). 

 
 
Click on “Continue to this site (not recommended)” and you will be directed to 
Gaia Portal R80.10. Please enter login credentials as defined in the previous 
configuration steps. As mentioned previously, I am using admin/admin123 as 
my username and password authentication pair. 
 
Enter username and password and hit Enter. 
 
Let’s start the Check Point First Time Wizard for New York HQ Security 
Management Server. 
 
Click Next to begin. 
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1. Leave the first option selected “Continue with R80.10 configuration” 
and click Next to continue. 
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2. Management connection 
 
Confirm management port and IP addressing information. Remember that we 
have entered this information when installing Gaia OS on SMS, in a previous 
lab. Do not modify anything, click Next to continue. 

 
 

3. Internet Connection. 
 
No need to change anything here. Anyway, we are using a single port on the 
SMS server and connection to Internet will use the same default gateway as 
the Management PC : 10.0.0.1. Do not modify anything, just click Next to 
continue. 

 



 

                                                              
  

66 

Check Point R80.10 Training Bootcamp 

4. Device Information 
 
Please fill in the necessary details as per below table. 
 

Parameter Value 
Host Name NY-SMS-1 
Domain Name chkp.local 
Primary DNS Server 172.16.10.100 
Secondary DNS Server 8.8.8.8 
Tertiary DNS <Leave Blank> 

 
Click Next to continue. 
 

 
   
 

5. Date and Time settings 
 
Configure Date and Time settings according to your location. 
 
Click Next to continue. 
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6. Installation type 
 
This is a Security Management Server installation, so leave the first option 
selected and click Next to continue. 
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7. Products 
 
This is a critical step during the wizard. In the lab topology we can see that we 
are NOT running in standalone mode, we are running in distributed mode. 
Security Gateway and Management Server are running on different machines. 
In this case, please deselect the first option Security Gateway and click Next to 
continue. 

 
 

8. Security Management Administrator 
 
In this step you can define a new administrator account, a different one from 
the default admin account. This is an optional step, not needed, it depends on 
what you need to do or it may depend also on company policy or specific 
requirements that you may receive during the implementation. 
 
Leave the first option checked – Use Gaia administrator: admin and click Next 
to continue. 
 
 
 
 
 



 

                                                              
  

69 

Check Point R80.10 Training Bootcamp 

 
 

9. Security Management GUI Clients 
 
In this step, you can define what are the allowed IP addresses to connect to the 
Management Server. Clicking on This Machine option means that connections 
only from the MGMT PC, that has the IP address of 10.0.0.200, will be accepted 
by the SMS. Click Next to continue. 
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10. First Time Wizard Summary 
 
Please note that the summary confirms your selection in a previous step and 
we can see that this installation is a Security Management Server installation. 
Click Finish and Yes and the FTW installation starts. 
 

 
 
The installation will take 5-10 minutes, depending on your PC or server 
hardware specifications. 
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11. Verification 
 
After installation succeeds, you are presented with login page again. Type your 
username and password as defined previously (admin / admin123) and the 
SMS Web UI will be presented to you. 
 

 
 
This concludes First Time Wizard installation on New York Security 
Management Server. 
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9.0 Lab: Introduction to Gaia OS CLI  

 
Lab Objectives 

§ Get familiar with Gaia Command Line Interface (CLI) 
§ Learn what are the available help tools in the CLI 
§ Learn the fundamental commands on CLI 

 
In Lab 7 - Introduction to Gaia Web UI I have introduced you the first 
possibility to operate and work with Gaia OS. In this Lab, we will start working 
with Command Line Interface (CLI) in the Gaia OS. 
 
CLI can be used via SSH connection to Check Point appliance, open a CLI shell 
directly from the Web UI (screenshot below) or if connecting a direct cable to 
the console port of the gateway from your PC. When you right-click on the 
device in GNS3 or EVE-NG and choose Console you are actually simulating the 
last option – connecting to the device through console serial port. 
 
 
 
 
 
 
 
 
 
 
 
 
First you have to know that the CLI has two operation modes, CLISH and Expert 
mode. The default mode is CLISH. The clish mode does not provide access to all 
the advanced features that the system provides. In order to access the expert 
mode, you would have to type the expert command, set a password for expert 
mode and then login to expert mode. 
 
If you want to return to clish mode, you would have to type exit command 
while in expert mode. If you login to a Check Point device directly in expert 
mode (if default shell has been changed to expert) and you want to navigate to 
clish mode, then you would have to type clish command and you will be 
provided clish shell access. 

This system is for authorized use only. 
login: admin 
Password:  
NY-FW-1> expert 
Enter expert password: 
 
Warning! All configurations should be done through clish 
You are in expert mode now. 
  
[Expert@NY-FW-1:0]# who 
admin    ttyS0        Nov  8 03:47 -> Serial Port Connection 
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Commands are organized in the CLI into groups or categories. If you want to 
configure the system you start the command with set. Let’s take an example, 
but first login to NY-FW-1 or NY-SMS-1. While in console, type ? and some 
output will be generated. No need to hit ENTER, output is generated 
immediately.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

NY-FW-1> ? 
<TAB> key can be used to complete / fetch the keyword. 
<ESC><ESC> key can be used to see possible command completions. 
'?' key can be used to get help on feature / keyword. 
UP/DOWN arrow keys can be used to browse thru command history. 
LEFT/RIGHT arrow keys can be used to edit command. 
'!!','!nn','!-nn' etc. are valid form of executing history cmd. 
 
At more prompt, following keys can be used- 
SPACE key to see the next page. 
ENTER key to see the next line. 
Q/q key to exit to the cli prompt. 
 
Useful commands: 
show interface <TAB> 
set interface <TAB> 
add user <TAB> 
save config 
show commands 
show commands feature <TAB> 
show configuration 
expert 
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As you can see from the output, help is provided in the CLI shell. You can type 
set command and then hit <TAB> once on your keyboard, in order to see what 
is the next possible command or word to follow the set command. 
 
 
 
 
 
 
 
 
 
 
 
The other nice tool that is provided is this. Type set command and the hit 
<ESC> twice (two times). You will be provided a list with full commands list that 
starts with set keyword. 
 
 
 
 
 
 
 
 
 
 
 
 
These are great tools that can help in the beginning of your journey with Check 
Point security gateway. I advise you to start using those right away in order to 
get comfortable with the CLI, as the CLI is absolutely more powerful that the 
Web UI, less or no errors that you will be encountering and the right way to 
become a true Check Point Security Engineer. 
 
Next category on the list is show. You will using commands starting with show 
keyword in order to see what is the result of the configuration applied. For 
example, let’s find out what is my current configuration on the Security 
Gateway as related to my interfaces. 
 

NY-FW-1> set <hit TAB> 
aaa                      - Authentication authorization and accounting 
aggregate                - Configure aggregate routes 
arp                      - Configure the parameters related to ARP 
as                       - Configure Autonomous System Number 
backup                   - Restore the configuration of the system 
backup-scheduled         - Set an existing scheduling of a backup 
bgp                      - Configure Border Gateway Protocol (BGP) 
 
<output omitted> 

NY-FW-1> set <ESC> <ESC>  
set aaa radius-servers NAS-IP VALUE 
set aaa radius-servers default-shell VALUE 
set aaa radius-servers priority VALUE host VALUE 
set aaa radius-servers priority VALUE new-priority VALUE 
set aaa radius-servers priority VALUE port VALUE 
set aaa radius-servers priority VALUE prompt-secret 
set aaa radius-servers priority VALUE secret VALUE 
set aaa radius-servers priority VALUE timeout VALUE 
 
<output omitted> 
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I type show in and then I hit TAB. Maybe I don’t know the rest of the 
command. I will be provided all the valid possibilities of the next keyword that 
is accepted and that starts with in.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
So this is the information related to eth2, our management interface. We can 
see that the link state is up, the IPv4 address and other information is well. 
Can we check the actual configuration that is applied to my interfaces ? Of 
course:  
 
 
 
 
 
 

NY-FW-1> show in<TAB> 
inactivity-timeout - show inactivity timeout 
installer          - Show deployment agent information 
interface          - interface All 
interfaces         - Lists all interfaces 

NY-FW-1> show interface eth2 
state on 
mac-addr 50:00:00:02:00:02 
type ethernet 
link-state link up 
mtu 1500 
auto-negotiation Not configured 
speed 1000M 
ipv6-autoconfig Not configured 
duplex full 
monitor-mode Not configured 
link-speed 1000M/full 
comments  
ipv4-address 10.0.0.1/24 
ipv6-address Not Configured 
ipv6-local-link-address Not Configured 
 
Statistics:  
TX bytes:71873954 packets:76992 errors:0 dropped:0 overruns:0 carrier:0 
RX bytes:9712497 packets:62244 errors:0 dropped:0 overruns:0 frame:0 

NY-FW-1> show configuration interface 
set interface eth2 link-speed 1000M/full  
set interface eth2 state on  
set interface eth2 ipv4-address 10.0.0.1 mask-length 24  
 
<output omitted> 
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Don’t forget to save your configuration when you finish applying the changes 
to the working config. Use save config in order to save the configuration and 
have it available after a reboot or power off event. 
 
An interesting option and a great learning tool is the following command: 
show command feature <feature>. 
 
This helps you find what are the available commands specific to a feature that 
you are looking at. Let’s take an example. I am trying to find out what are the 
available commands that relate to interfaces, for example. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The nice part ? You are provided a complete list with all commands, from all 
categories or groups, like I mentioned in the beginning of this Lab. Commands 
that related to interface can start with add, delete, set and show. It’s self-
explanatory, you get the idea. 

NY-FW-1> show commands feature interface 
add interface VALUE 6in4 VALUE remote VALUE ttl VALUE 
add interface VALUE alias VALUE 
add interface VALUE loopback VALUE 
add interface VALUE vlan VALUE 
delete interface VALUE 6in4 VALUE force 
delete interface VALUE alias VALUE 
delete interface VALUE ipv4-address 
delete interface VALUE ipv6-address 
delete interface VALUE loopback VALUE force 
delete interface VALUE vlan VALUE force 
set interface VALUE ipv4-address VALUE mask-length VALUE 
set interface VALUE ipv4-address VALUE subnet-mask VALUE 
set interface VALUE ipv6-address VALUE mask-length VALUE 
set interface VALUE monitor-mode VALUE 
set interface VALUE rx-ringsize VALUE 
set interface VALUE tx-ringsize VALUE 
set interface VALUE { comments VALUE mac-addr VALUE mtu VALUE state VALUE link-
speed VALUE auto-negotiation VALUE } 
set interface VALUE { ipv6-autoconfig VALUE } 
show interface VALUE 6in4s 
show interface VALUE alias VALUE 
show interface VALUE aliases 
show interface VALUE all 
 
<output omitted> 
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10.0 Lab: CLI Expert Mode First Time Wizard on L-FW-1  
 

Lab Objectives 
§ Understand config_system file for CLI FTW 
§ Run the First Time Wizard on L-FW-1 from the CLI Expert Mode 

 
After you install Gaia OS, as you could understand up to this point, you need to 
run the First Time Wizard in order to finish OS installation and be able to access 
the machine on the Web UI. 
 
Although it looks more “fancy” or even easier to do the FTW inside a browser, 
CLI is what you may want to get accommodated over the longer run. It is less 
error prone, it provides a fast way to implement what needs to be done and 
you can also automate your work through CLI. 
 
We will have a dedicated lab on how to get started with CLI, most common 
commands, how to search for different options available and so on, but I 
couldn’t just skip it for now and not introduce running the FTW in the CLI 
Expert Mode. As you will see now, it is more faster, efficient and I believe that 
you will enjoy working in CLI once you start to get comfortable. 
 
First of all, in Command Line Interface or CLI, there are two modes available: 

- Clish (CLI shell), and 
- Expert Mode 

 
Open console to London Firewall L-FW-1 and login using admin/admin123: 

 
 
 
 
 
 
 
 
Instead of using a web browser to run the First Time Wizard, we will run it 
here, using the CLI. We are now logged in the L-FW-1 and we are in CLISH 
mode. In order to enter expert mode, we have to type expert command, but as 
you can see, we are asked to first define a password for expert mode. 
 
 

This system is for authorized use only. 
login: admin 
Password:  
In order to configure your system, please access the Web UI and finish the First Time 
Wizard. 
gw-030000> 
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The First Time wizard can be run in CLI using a utility called config_system. 
 
Let’s first define the expert mode password. I will use admin123 as the  
password here as well : 
 
 
 
 
 
 
Now, let’s login to expert mode: 
 
 
 
 
 
 
 
 
 
 
Please note that the config_system utility is not an interactive tool and it will 
be used only for first time configuration and not for any ongoing system 
configurations. 
 
The config_system utility can be used in two ways in order to run the First Time 
Wizard: 

- config_system --config-string <String of Parameters and Values> 
- config_system -f <File Name> 

 
The first option is to run the command and include a list of all parameters that 
need to be executed by the script in a linear concatenated fashion. Here is an 
example: 
 
"hostname=myhost&domainname=somedomain.com&timezone='America/Indi
ana/Indianapolis'&ftw_sic_key=aaaa&install_security_gw=true etc“ 
 
You will include here all the parameters and use & between each argument. 

gw-030000> expert 
Expert password has not been defined. To set expert password, use the command "set 
expert-password". 

gw-030000> set expert-password 
Enter new expert password: admin123 
Enter new expert password (again): admin123 
gw-030000> 

gw-030000> expert 
Enter expert password:admin123 
 
 
Warning! All configurations should be done through clish 
You are in expert mode now. 
  
[Expert@gw-030000:0]# 
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I find this option not a very good option as I may not be able to know all the 
parameters from the memory, right ? 
 
Instead the second option is great. Here is the thing, we will create a 
configuration file, set inside all the necessary parameters that we need and use 
this file to be run by the config_system utility. 
 
Let’s first create the configuration file. As a start, if you just type the 
config_system command, without any arguments, here is the result :  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The -l option can provide us the list of configurable parameters. This could be 
used in the case you want to run the first option for config_system utility. 
 
Instead, we will use the -t option to create the template configuration file. 
The console it’s expecting the following command: 
 
config_system -t <path> 
 
Please note that while in expert mode, this is a linux like environment, so linux 
commands will be used. Don’t worry if you are new to linux world, it will be 
super simple. So we have to specify the location, or path, where to put the 

[Expert@gw-030000:0]# config_system 
Error: options are missing 
Usage: config_system <options>  
where config_system options include: 
   -f|--config-file <path>      Read first time wizard configuration  
                                from <path>. 
   -s|--config-string <string>  Read first time wizard configuration  
                                from string. 
   -t|--create-template <path>  Write first time wizard  configuration 
                                template file in <path>. 
    --dry-run                   Verify that first time wizard  
                                configuration file is valid. 
   -l|--list-params             List configurable parameters. 
 
If both, configuration file and string, were provided, configuration 
string will be ignored. 
Configuration string should consist of parameters separated by '&'. 
Each parameter should include key followed by value e.g. param1=value. 
For the list of all configurable parameters and their descriptions, 
create configuration template file with config_system -t <path> . 
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configuration, or template, file. Let’s first see where are we now in the file 
system, in Expert mode :  
 
 
 
 
 
We are in /home/admin, we will use this path when generating the template 
file. Next, use ls command to list what files are available in /home/admin : 
 
 
 
 
 
 
So now we have the FTW configuration file created. Please note that FTW is 
just a name that I have chosen, just arbitrary. Any name could have been used 
here. The next thing to do is open FTW file and edit or set the parameters for 
First Time Wizard. We will set the parameters that we would be configuring 
through Web UI, it’s the same thing. 
 
In linux, you can use the vi command to open a file and edit it. Let’s use vi 
command now :  
 
 
 
 
And the FTW file created earlier opens.  
 
 
################################################################# 
 
 
 
 
 
 
 
 
 

[Expert@gw-030000:0]# pwd 
/home/admin 
[Expert@gw-030000:0]# 

[Expert@gw-030000:0]# config_system -t /home/admin/FTW 
[Expert@gw-030000:0]# ls  
FTW 
[Expert@gw-030000:0]# 

[Expert@gw-030000:0]# vi FTW 

########################################################################
# 
#                                                                       # 
#                       Products configuration                          # 
#                                                                       # 
#    For keys below set "true"/"false" after '='  within the quotes     # 
########################################################################
# 
 
# Install Security Gateway.  
install_security_gw=true 
 
# Enable DAIP (dynamic ip) gateway. 
# Should be "false" if CXL or Security Management enabled 
gateway_daip="false" 
 
# Enable/Disable CXL. 
gateway_cluster_member= 
 
# Install Security Management. 
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# Should be "false" if CXL or Security Management enabled 
gateway_daip="false" 
 
# Enable/Disable CXL. 
gateway_cluster_member= 
 
# Install Security Management. 
install_security_managment=false 
 
# Optional parameters, only one of the parameters below can be "true". 
# If no primary of secondary specified, log server will be installed. 
# Requires Security Management to be installed. 
install_mgmt_primary= 
install_mgmt_secondary= 
 
# Provider-1 parameters 
# e.g: install_mds_primary=true 
#      install_mds_secondary=false 
#      install_mlm=false 
#      install_mds_interface=eth0 
install_mds_primary= 
install_mds_secondary= 
install_mlm= 
install_mds_interface= 
 
# Automatically download Blade Contracts and other important data (highly 
recommended) 
# It is highly recommended to keep this setting enabled, to ensure smooth operation of 
Check Point products. 
# for more info see sk94508  
# 
# possible values: "true" / "false" 
download_info="true" 
 
# Improve product experience by sending data to Check Point 
# If you enable this setting, the Security Management Server and Security Gateways may 
upload data that will  
# help Check Point provide you with optimal services. 
# for more info see sk94509 
# 
# possible values: "true" / "false" 
upload_info="false" 
 
# In case of Smart1 SmartEvent appliance, choose 
# Security Management only, log server will be installed automatically 
 
########################################################################
# 
#                                                                       # 
#                       Products Parameters                             # 
#                                                                       # 
#               For keys below set value after '='                      # 
########################################################################
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########################################################################
# 
#                                                                       # 
#                       Products Parameters                             # 
#                                                                       # 
#               For keys below set value after '='                      # 
########################################################################
# 
 
# Management administrator configuration 
# Set to "gaia_admin" if you wish to use the Gaia 'admin' account. 
# Set to "new_admin" if you wish to configure a new admin account. 
# Must be provided, if Security Management installed 
mgmt_admin_radio=gaia_admin 
 
# In case you chose to configure a new Management admin account,  
# you must fill in the credentials. 
# Management administrator name 
mgmt_admin_name= 
 
# Management administrator password 
mgmt_admin_passwd= 
 
# Management GUI clients 
# choose which GUI clients can log into the Security Management   
# (e.g. any, 1.2.3.4, 192.168.0.0/24) 
# 
# Set to "any" if any host allowed to connect to management 
# Set to "range" if range of IPs allowed to connect to management 
# Set to "network" if IPs from specific network allowed to connect  
# to management 
# Set to "this" if it' a single IP 
# Must be provided if Security Management installed 
mgmt_gui_clients_radio=any 
#  
# In case of "range", provide the first and last IPs in dotted format 
mgmt_gui_clients_first_ip_field= 
mgmt_gui_clients_last_ip_field= 
# 
# In case of "network", provide IP in dotted format and netmask length  
# in range 0-32 
mgmt_gui_clients_ip_field= 
mgmt_gui_clients_subnet_field= 
# 
# In case of a single IP 
mgmt_gui_clients_hostname= 
 
# Secure Internal Communication key, e.g. "aaaa" 
# Must be provided, if primary Security Management not installed 
ftw_sic_key= 
 
########################################################################
# 
#                                                                       # 
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# Secure Internal Communication key, e.g. "aaaa" 
# Must be provided, if primary Security Management not installed 
ftw_sic_key=admin123 
 
########################################################################
# 
#                                                                       # 
#       Operating System configuration - optional section               # 
#                                                                       # 
#               For keys below set value after '='                      # 
########################################################################
# 
 
# Password (hash) of user admin. 
# To get hash of admin password from configured system:   
#       dbget passwd:admin:passwd 
# OR 
#       grep admin /etc/shadow | cut -d: -f2 
# 
# IMPORTANT! In order to preserve the literal value of each character  
# in hash, enclose hash string within the quotes. 
#       e.g admin_hash='put_here_your_hash_string' 
# 
# Optional parameter 
admin_hash='' 
 
# Interface name, optional parameter 
iface=eth1 
 
# Management interface IP in dotted format (e.g. 1.2.3.4),   
# management interface mask length (in range 0-32, e,g 24 ) and 
# default gateway. 
# Pay attention, that if you run first time configuration remotely  
# and you change IP, in order to maintain the connection,  
# an old IP address will be retained  as a secondary IP address.  
# This secondary IP address can be delete later.  
# Your session will be disconnected after first time configuration 
# process. 
# Optional parameter, requires "iface" to be specified 
# IPv6 address format: 0000:1111:2222:3333:4444:5555:6666:7777 
# ipstat_v4 manually/off 
# ipstat_v6 manually/off 
ipstat_v4=manually 
ipaddr_v4=201.0.1.1 
masklen_v4=24 
default_gw_v4=201.0.1.254 
 
ipstat_v6=off 
ipaddr_v6= 
masklen_v6= 
default_gw_v6= 
 
# Host Name e.g host123, optional parameter 
hostname= 
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ipstat_v6=off 
ipaddr_v6= 
masklen_v6= 
default_gw_v6= 
 
# Host Name e.g host123, optional parameter 
hostname=L-FW-1 
 
# Domain Name e.g. checkpoint.com, optional parameter  
domainname=chkp.local 
 
# Time Zone in format Area/Region (e.g America/New_York or Etc/GMT-5) 
# Pay attention that GMT offset should be in classic UTC notation: 
# GMT-5 is 5 hours behind UTC (i.e. west to Greenwich) 
# Enclose time zone string within the quotes. 
# Optional parameter 
timezone='' 
 
# NTP servers 
# NTP parameters are optional 
ntp_primary= 
ntp_primary_version= 
ntp_secondary= 
ntp_secondary_version= 
 
# DNS - IP address of primary, secondary, tertiary DNS servers 
# DNS parameters are optional. 
primary=172.16.10.100 
secondary=8.8.8.8 
tertiary= 
 
# Proxy Settings - Address and port of Proxy server 
# Proxy Settings are optional 
proxy_address= 
proxy_port= 
 
########################################################################
# 
#                                                                       # 
#                       Post installation parameters                    # 
#                                                                       # 
#    For keys below set "true"/"false" after '='  within the quotes     # 
########################################################################
# 
# Optional parameter, if not specified the default is false 
reboot_if_required=true 
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Vi is a linux file editor that you will find most probably on any linux or unix 
machine. This is a reason of why you may want to get comfortable with it. 
 
In order to get into editing mode, because now the FTW file is open but you 
can’t edit anything, please type “i” (from INSERT). Please note that in your 
console the following appears, that confirm you are in editing mode : 
 
-- INSERT – 
 
Please use arrows to navigate through the file and change/add/set the 
parameters as you can see above, in green. 
 
When finished editing, type ESC on your keyboard. You will see that –INSERT—
closes. Now type :wq! which means w-write, q-quit and ! – override. 
 
You are now returned to expert mode:  
 
 
 
 
Now, before we use the configuration file just edited and run the First Time 
Wizard, we have the ability to test it and see if the file has any errors : 
 
 
 
 
 
 
 
 
 
We can now safely run the First Time Wizard with the configuration file as no 
errors have been detected: 
 
 
 
 
 
 
 

"FTW" 190L, 5990C written 
[Expert@gw-030000:0]# 

[Expert@gw-030000:0]# config_system -f FTW --dry-run 
dos2unix: converting file FTW to UNIX format ... 
 
Validating configuration file:  Done 
 
Configuration file/string is valid 
[Expert@gw-030000:0]# 

[Expert@gw-030000:0]# config_system -f FTW           
dos2unix: converting file FTW to UNIX format ... 
 
Validating configuration file:  Done 
Configuring OS parameters:      Done 
Configuring products:           Done 
 
First time configuration was completed! 
 
Reboot will be performed in order to complete the installation 
[Expert@gw-030000:0]# 
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After 1-2 minutes the L-FW-1 reboots. Let us now authenticate and do some 
verification. We will verify if IP address has been configured correct on eth1 
and default route inserted in routing table pointing to the right IP: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Configuration looks good ! 
 
 
 
 
 
 
 
 
 
 
 

First time configuration was completed! 
 
Reboot will be performed in order to complete the installation 
[Expert@gw-030000:0]# 

This system is for authorized use only. 
login: admin 
Password:admin123 
L-FW-1> show configuration interface 
set interface eth0 state on  
set interface eth0 auto-negotiation on  
set interface eth0 ipv4-address 192.168.1.1 mask-length 24  
set interface eth1 link-speed 1000M/full  
set interface eth1 state on  
set interface eth1 ipv4-address 201.0.1.1 mask-length 24 
L-FW-1> show route 
Codes: C - Connected, S - Static, R - RIP, B - BGP (D - Default), 
       O - OSPF IntraArea (IA - InterArea, E - External, N - NSSA) 
       A - Aggregate, K - Kernel Remnant, H - Hidden, P - Suppressed, 
       U - Unreachable, i - Inactive 
 
S         0.0.0.0/0           via 201.0.1.254, eth1, cost 0, age 78   
C         127.0.0.0/8         is directly connected, lo   
C         192.168.1.0/24      is directly connected, eth0   
C         201.0.1.0/24        is directly connected, eth1   



 

                                                              
  

87 

Check Point R80.10 Training Bootcamp 

11.0 Lab: Users and Roles in the Web UI 
 

Lab Objectives 
§ Create custom roles in the Web UI 
§ Attach the roles to a user and run verification tests 

 
Users and Roles specific information and configuration is available in the User 
Management menu in Web UI. Depending on the company’s policy and 
functional roles in the IT department, sometimes multiple user types are 
needed. In this lab you will learn how to create, verify and delete a new custom 
user, that has a custom role attached. What is actually a role ?  
 
Users defined on a Gaia system (security gateway or security management 
system) can have read-write access to Gaia OS features and functionalities, or 
can have read only access (can view, but can’t modify settings). Through Roles 
and Role-Based Administration(RBA) you can create custom permissions and 
assign this to your users, new or existing. Simply said, you can assign to a user 
read-write permissions for some specific features and read only permissions for 
other features. RBA is a powerful tool available in the Gaia OS, so let’s go 
through an example now. 
 
Login to the NY-FW-1 Web UI and navigate to User Management -> Users: 
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Please note that by default two users are available: admin and monitor, admin 
user has read write permissions (assigned through role adminRole), while 
monitor user has read only permissions (assigned through monitorRole). These 
two users can’t be deleted and you can see this if you click on any of the two 
and look at the Delete button, it’s greyed out. 
 

 
 
In order to create a custom Role (non-standard) and assign specific features, 
read write and read only to the Role, click on the Roles sub-menu and then 
click Add: 

 
 
In the Role Name field, type CustomRole and now let’s add some features to 
this new role. Type ip in the search bar and ip related features are displayed. 
Click on the small arrow next to IPv4 Static Routes and select Read/Write. We 
have now assigned to the CustomRole the read/write capability to create and 
modify IPv4 static routes. 
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Follow the same process and assign the following features to the CustomRole: 

Parameter Value   
Time Read/Write   

Network Interfaces Read/Write   
Management Interface Read Only   

Roles Read Only   
 
Click OK and the new Role is added to the list. 

 



 

                                                              
  

90 

Check Point R80.10 Training Bootcamp 

We have now defined a new role that has been assigned 5 features. Now, we 
will define a new user and assign this CustomRole to this user. 
 
Click on the Users sub-menu inside the User Management menu and then click 
Add to add a new user. 

 
Fill in the following details, select CustomRole in the Available Roles column 
and click Add to add the Role in the Assigned Roles column. Click OK to apply 
the configuration. 
 

Parameter Value 
Login Name user 

Password admin123 
Confirm Password admin123 
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Verification: 
 
Sign out by clicking the sign out button in the top-right corner  

 
and login with the new created username and password: user/admin123. 
 
After successful login, please note that you are now being presented a 
restricted view of the Web UI, as opposed to the full view in the case of admin 
username.  

 
 
 
Remember that some of the features added to the CustomRole were added 
with Read/Write permissions, while others were added with Read Only 
permissions. 
 
For example, if you click on Network Interfaces you can observe that Add 
button is active. This means that we can add interfaces, so modifications are 
allowed (Read/Write permissions). 
 
On the contrary, if you click on Roles under User Management menu, you 
would be able to see all the available roles, but the Add/Edit/Delete buttons 
are greyed out. This is due to the fact that the Roles features added to the new 
CustomRole were added with Read Only permissions. 



 

                                                              
  

92 

Check Point R80.10 Training Bootcamp 

 
 
Sign out and login into console CLI shell using user/admin123. Then type set 
and hit TAB to see what are the available commands to follow the set keyword. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Remember that the only features added to the CustomRole with Read/Write 
permissions were IPv4 Static Routes, Network Interfaces and Time. As you can 
see above, when using the set command, which needs write permissions to 
configure the system, only these features can be configured. 
 
Let’s check now what commands are available for show command set, which 
means Read Only and Read Write features available for this CustomRole. 
 
Type show and hit TAB to see what are the available commands to follow the 
show keyword. We can observe now that we are given the possibility to see 
information related to RBA – role-based administration and the management 
interface. The last two features were added with Read Only permissions. 
 

This system is for authorized use only. 
login: user 
Password: admin123 
NY-FW-1> set <TAB> 
bonding      - Configure bonding interfaces 
clienv       - CLI environment variables. 
config-lock  - Enable / Disable exclusive config access. 
date         - Set current date 
interface    - Displays the interface related parameters 
ping         - Configure ping parameters 
pppoe        - Set PPPoE 
static-route - Configure an IPv4 static route 
time         - Set current time 
timezone     - Set system time zone 
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sdsadasdada 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
To delete a User and or Role, simply navigate to the User or Roles sub-menus, 
select it and click Delete.  
 

 
 

NY-FW-1> show <TAB> 
bonding      - Display summary of bonding interfaces 
bridging     - Display summary of bridging interfaces 
clienv       - CLI environment variables. 
clock        - Show current date and time 
commands     - Show All Commands. 
config-lock  - Show exclusive access settings. 
config-state - Show state of configuration 
date         - Show current date 
interface    - interface All 
interfaces   - Lists all interfaces 
management   - management interface configuration 
ping         - Show ping parameters 
pppoe        - Show PPPoE 
rba          - Role-based administration configuration 
route        - Show routing table information 
time         - Show current time 
timezone     - Show system time zone 
uptime       - show system uptime 
NY-FW-1>       
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If you navigate now to the Users sub-menu, you can see that the user user has 
no Roles attached. 

 
 
If you now try to login with user/admin123 you will get rejected. 

 
 
This is because in the Role attached to the user, remember, it is specified if the 
user is allowed to login into the Web UI and or the CLI. 
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12.0 Lab: Users and Roles in the CLI 
 

Lab Objectives 
§ Create custom roles in the Command Line Interface (CLI) 
§ Attach the roles to a user and run verification tests 

 
In this Lab we will create another user – user2, assign a custom role as well and 
restrict usage to only access the CLI, so Web UI access will not be permitted. 
 
Login to NY-FW-1 CLI console using the admin/admin123 username and 
password and let’s add user2. 
 
 
 
 
 
 
You can use TAB for help with auto-completing the command. Please note the 
messages displayed in the CLISH. We must set a password for user2 and, in 
order to become a valid user, we must assign a role. Let’s first assign the 
password admin123 to this new user – user2. 
 
 
 
 
 
 
Next, we need to define a role. 
 
 
 
 
 
Features that will be added to readwrite or readonly must be separated by 
comma (,) and no spaces are allowed. 
 
Now, let’s assign the new created role, CustomRole2, to our user2 user. 
 
 
 

NY-FW-1> add user user2 uid 0 homedir /home/user2 
WARNING Must set password and a role before user can login. 
- Use 'set user USER password' to set password. 
- Use 'add rba user USER roles ROLE' to set a role. 
 
NY-FW-1> 

NY-FW-1> set user user2 password 
New password:admin123 
Verify new password:admin123 
NY-FW-1> 

NY-FW-1> add rba role CustomRole2 domain-type System readwrite-features 
backup,license,route 
NY-FW-1> add rba role CustomRole2 domain-type System readonly-features 
configuration,time 
NY-FW-1> 

NY-FW-1> add rba user user2 roles CustomRole2  
NY-FW-1> 
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Verification: 
 
Log out from NY-FW-1 session and login with new user : user2/admin123. 
 
Observe the set and show permissions that user2 is allocated: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Please note that by default, if not specified explicitly, both access methods are 
added to the user. Let’s verify the current status: 
 
 
 
 
 
 
 
 
 
Let’s validate that we can authenticate into Web UI through user2. 

This system is for authorized use only. 
login: user2 
Password: admin123 
NY-FW-1> set <TAB>  
backup      - Restore the configuration of the system 
clienv      - CLI environment variables. 
config-lock - Enable / Disable exclusive config access. 
NY-FW-1> show  
backup        - Show the status of the latest backup/restore 
backups       - List of local backups 
clienv        - CLI environment variables. 
commands      - Show All Commands. 
config-lock   - Show exclusive access settings. 
config-state  - Show state of configuration 
configuration - Show Configuration 
ipv6          - Show IPv6 configuration and state 
restore       - Restore the configuration of the system 
route         - Show routing table information 
uptime        - show system uptime 
NY-FW-1>       

NY-FW-1> show rba user user2  
User  
    user2 
    access-mechanism CLI 
    access-mechanism Web-UI 
    role CustomRole2 
NY-FW-1> 
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Indeed we can, so now let’s change the default behaviour and permit login to 
only the CLI. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

NY-FW-1> delete rba user user2 access-mechanisms Web-UI 
NY-FW-1> show rba user user2  
User  
    user2 
    access-mechanism CLI 
    role CustomRole2 
NY-FW-1> 
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13.0 Lab: Install SmartConsole on Management PC 
 

Lab Objectives 
§ Install SmartConsole on MGMT PC 

 
In this lab you will install SmartConsole applications package. Before we start 
the installation, we need the software package available on the Management 
station. The good news is that you can download the SmartConsole package 
straight from the Web UI package. Please login to Web UI page by navigating to 
NY-SMS-1 https://10.0.0.100 web page. 
 
Once logged in, you can initiate the software download in one of the following 
ways. Select Overview menu  
 

 
 
and the Download Now! button is available at the top of the page : 
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The second option is available if you navigate on the left menu down to 
Maintenance submenu. Click on Maintenance, then click on Download 
SmartConsole: 
 

 
 
At the top, on the right-side of the page, the Download button is available in 
order to download SmartConsole applications package. 
 

 
Whatever option you choose, please initiate download now, so that we can 
continue with software installation afterwards. 
 
Click Save in order to save the software locally on the management PC. 
 

 
 
Navigate to the Downloads folder on the Management PC and double-click 
SmartConsole application: 
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Depending on what Windows OS you are running on the management PC, you 
may receive the following screen:  

 
 
If this is the case, please click Run and continue with the installation. 
 
Installation will now start, files will be verified and extracted. If you are using 
Windows10, you may receive the following screen: 
 

 
 
Please select Yes and continue with the installation. 
 
Next, SmartConsole prerequisites are being displayed. Please select OK in order 
to continue with the software installation. 
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Microsoft Visual C++ packages are being installed now and the next screen will 
ask you where do you want SmartConsole to be installed. Please leave 
installation path as it is, confirm that you have read and you agree Check Point 
EULA by ticking the box and click the Install button: 
 

 
 
Installation is now in progress and it will last between 5 to 10 minutes, 
depending on the hardware performance you are running the lab on. 
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Once the installation is completed, you will be presented with a final screen: 

 
 
Unselect Launch SmartConsole and click Finish button. 
 
A shortcut icon will be delivered on your Desktop. We will manually launch 
SmartConsole application in the next lab when we will add NY-FW-1 Security 
Gateway to NY-SMS-1 Security Management Server. 
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14.0 Lab: Add NY-FW-1 Security Gateway to NY-SMS-1 Security 
Management Server 
 

Lab Objectives 
§ Learn how to add Security Gateways to the Security Management Server 

 
Let’s start and first launch the SmartConsole application. Please double-click 
the SmartConsole application and the following screen will be displayed: 
 

 
 
Please fill in the following details and click LOGIN in order to connect to NY-
SMS-1 Security Management Server. 
 

Parameter Value 
Username admin 
Password admin123 

Server Name or IP Address 10.0.0.100 
 
Because this is your first time when you are connecting to the NY-SMS-1 
management server, you are now being presented a Certificate Fingerprint. 
What is the purpose of this ?  
 
Imagine the following scenario. You want to make sure that you are connecting 
indeed to your security management server and you are not a victim of a man-
in-the-middle attack. Simply put, your session has not been hijacked and you 
are not filling in the authentication credentials so that a potential attacker 
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steals these credentials. In order to make sure you are on the safe side, you can 
do a verification in this step. 

 
 
 
Login on the NY-SMS-1 CLI console and run the cpconfig command while in 
clish mode, no need to navigate to expert mode: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Type 7 and hit enter: 
 
 

NY-SMS-1> cpconfig 
This program will let you re-configure 
your Check Point Security Management Server configuration. 
 
 
Configuration Options: 
---------------------- 
(1)  Licenses and contracts 
(2)  Administrator 
(3)  GUI Clients 
(4)  SNMP Extension 
(5)  Random Pool 
(6)  Certificate Authority 
(7)  Certificate's Fingerprint 
(8)  Automatic start of Check Point Products 
 
(9) Exit 
 
Enter your choice (1-9) : 
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You can now compare the two fingerprints, the one that SMS is presenting in 
the CLI and the one that you get in the SmartConsole, while connecting for the 
first time to the management server. This is how you verify that you are 
connecting to the management server that you think you are. 
Type n as we don’t need to save the fingerprint and then type 9 in order to exit 
cpconfig menu. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As the fingerprint is the same as per our validation, please click PROCEED: 
 
 
 

Enter your choice (1-9) :7 
 
 
 
Configuring Certificate's Fingerprint... 
======================================== 
The following text is the fingerprint of this Security Management Server: 
WHEE RULE SLOB DENY BUM BASS MAY BARR GARY KILL MAN LOAF 
 
Do you want to save it to a file? (y/n) [n] ? 

Do you want to save it to a file? (y/n) [n] ? n 
 
Configuration Options: 
---------------------- 
(1)  Licenses and contracts 
(2)  Administrator 
(3)  GUI Clients 
(4)  SNMP Extension 
(5)  Random Pool 
(6)  Certificate Authority 
(7)  Certificate's Fingerprint 
(8)  Automatic start of Check Point Products 
 
(9) Exit 
 
Enter your choice (1-9) :9 
 
Thank You... 
NY-SMS-1> 
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Before we actually add NY-FW-1 security gateway to the SMS, let’s first activate 
some important functionalities on the Management Server. 
While in Gateways and Servers menu, double-click NY-SMS-1 in the list or 
right-click it and select Edit: 

 
 
In order to have a powerful, fast and useful management server, we need to 
enable two functionalities: 

- Log Indexer 
- SmartEvent server and Correlation Unit 

 
Log Indexer will use more storage for the logs it receives from the security 
gateways , but will “organize” them in a way that will provide faster results 
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when running queries in the logs. Simply said, you will wait less time when 
searching events in the logs by activating Log Indexer.  
 
The second functionality is related to SmartEvent. We have gone through the 
Software Blades in Module 1 and briefly touched on each and every one 
available. We will activare SmartEvent functionalities now.  
 
Activating SmartEvent functionalities, the Security Management Server will be 
able to correlate events from logs that it receives from the firewalls (security 
gateways). This means that only meaningful information will be provided and 
displayed to the IT Administrator of the system. 
 
Let’s now activate these two functionalities. Navigate to Logs menu and select 
on the right-side Enable Log Indexing: 
 

 
 
Next, navigate to General Properties and select the two options under 
SmartEvent category: 
 

 
 
Click OK. In order to save changes, click Publish in the top-middle button and 
then click Publish in the screen that is displayed. 
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Let’s now add our first gateway in the management server. On the top-middle 
bar, click on New button and then click on Gateway. 
 

 
Select Classic Mode. We will add the London L-FW-1 in a later lab using Wizard 
Mode. 

 
 
Fill in necessary details as follows: 
 

Parameter Value 
Name NY-FW-1 

IPv4 Address 10.0.0.1 
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Now, let’s establish Secure Internal Communication or SIC between SMS and 
the Security Gateway. Click Communication button  
 

 
and the following screen is displayed: 

 

 
 

Please type the password admin123 in both fields and then click Initialize. 
 
After the one-time password is being used, the Security Management Server 
and the new added Security Gateway will authenticate themselves using digital 
certificates, with the SMS acting as the CA. Please note that now, once SIC is 
established, the Trust state changes to Established. 
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Click OK. Please note that the SMS will import the SG interface configuration at 
this point. This is the reason I mentioned in previous lectures that interfaces 
and associated IP addresses need to be configured before enrolling the 
gateway in the SMS. A topology overview is displayed now: 
 

 
Click Close. Please note that now, when communication is established between 
SMS and SG, we can see that version has been updated to the correct one. R80 
was presented generic, now R80.10 is displayed: 
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Also, if you click on Network Management menu, you can verify that correct 
interfaces information has been imported correctly. 
 

 
 
If you navigate to Platform Portal, you can modify the default portal. Currently, 
the appliance can be accessed through https protocol, using default port. This 
behaviour can be changed if we want or need to. For example, we could say 
that Web UI is accessible through https protocol, but on custom port 4434. In 
this case, we would modify the link as follows: 
 

 
 
Please remove 4434 port number and leave the link as it was initially.   
 
Now, navigate on Logs menu. You will validate the default behaviour of logs 
storage and analysis. 
 
Ok, as expected, logs are by default sent to the Security Management Server 
(SMS), where they are stored and analysed by the SmartEvent server. 
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The other menus will be discussed, as needed, in later labs as we progress with 
the course. 
 
Click OK and Publish changes, just like earlier in this lab. 
 
As of now, we have two appliances listed in the Gateways & Servers list: 
 

 
 
How could someone distinguish between the two if the naming of these 
appliances would be unknown to that person? How can you know who is the 
SMS and who is the SG ?  
 
Please take a look at the Active Blades column.  If you hover your mouse cursor 
over the first icon, then information is displayed about that specific Software 
Blade . The Network Policy Management blade is active only on the SMS 
server – where are policies defined and later pushed on the SGs. 
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The same applies for 3rd and 4th icons which refer to SmartEvent server and 
Correlation Unit. 
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15.0 Lab: Reset SIC between NY-SMS-1 and NY-FW-1 
 

Lab Objectives 
§ Learn how to reset and re-establish SIC between SMS and SGs if SIC OTP 

or certificates have been leaked 
 
 If the SIC one-time password (OTP) or the certificates get leaked, the trust 
state is compromised. The SIC must be reset and re-established  and has to be 
performed on both sides, the SMS and the SGs. 
The SMS also acts as a CA and provides certificates for authentication after 
using OTP. When SIC is reset, the SMS will revoke the certificate of the specific 
SG and will store this information in a list. This list is called the CRL – Certificate 
Revocation List and is basically a list of revoked certificates. 
 
Always try to ask yourself questions while studying a new technology. This will 
help you better understand the new topic and the information will stay with 
you for a longer time. So, why is the CRL list important and what’s its role ?  
The CRL list is sent to all enrolled gateways with the SMS and if the CRL list is 
not the same on the two respective gateways, well, the two gateways cannot 
trust each other (authenticate) and, as an example, they will not establish site-
to-site VPN. 
 
Let’s now reset the trust state and learn how to re-establish it with a “new” 
OTP. Actually, we will use the same OTP, but imagine that a new OTP will be 
used, just as if we needed to change it in a real world scenario. 
 
Connect to NY-FW-1 clish console and type the cpconfig command. Type 5 and 
hit enter: 
 
 
 
 
 
 
 
 
 
 
 
 

NY-FW-1> cpconfig 
This program will let you re-configure 
your Check Point products configuration. 
 
 
Configuration Options: 
---------------------- 
(1)  Licenses and contracts 
(2)  SNMP Extension 
(3)  PKCS#11 Token 
(4)  Random Pool 
(5)  Secure Internal Communication 
 
Enter your choice (1-10) :5 
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Type y in order to re-initialize the SIC communication, and then type y again. 
 
 
 
 
 
 
 
 
SIC has been reset successfully. Type 10 in order to exit the cpconfig menu and 
hit enter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Right after you hit enter, all processes are stopped and then restarted on the 
Security Gateway. 

Configuring Secure Internal Communication... 
============================================ 
The Secure Internal Communication is used for authentication between 
Check Point components 
 
Trust State: Trust established 
 
 Would you like re-initialize communication? (y/n) [n] ? y 

Note: The Secure Internal Communication will be reset now, 
and all Check Point Services will be stopped (cpstop). 
No communication will be possible until you reset and 
re-initialize the communication properly! 
Are you sure? (y/n) [n] ? y 
Enter Activation Key: admin123 
Retype Activation Key:admin123 

The Secure Internal Communication was successfully initialized 
 
 
Configuration Options: 
---------------------- 
(1)  Licenses and contracts 
(2)  SNMP Extension 
(3)  PKCS#11 Token 
(4)  Random Pool 
(5)  Secure Internal Communication 
(6)  Enable cluster membership for this gateway 
(7)  Disable Check Point SecureXL 
(8)  Check Point CoreXL 
(9)  Automatic start of Check Point Products 
 
(10) Exit 
 
Enter your choice (1-10) :10 
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Now, connect to SmartConsole in order to reset SIC from the SMS side. Before 
we reset the SIC, please take note at the NY-FW-1 object and observe the error 
message. In the Status column, the NY-FW-1 is marked with a red cross and if 
you hover your mouse over this, a self-explanatory message is displayed. 
 

 
 

Thank You... 
cpwd_admin:  
Process DASERVICE terminated  
Mobile Access: Stopping MoveFileDemuxer service (if needed) 
Mobile Access: MoveFileDemuxer is not running 
Mobile Access: Mobile Access blade is disabled or already shut down 
Mobile Access: Push notification is disabled or already shut down 
Mobile Access: Reverse Proxy for HTTP traffic is disabled or already shut down. 
Mobile Access: Reverse Proxy for HTTPS traffic is disabled or already shut down. 
Mobile Access: Successfully stopped Mobile Access services 
Stopping SmartView Monitor daemon ... 
SmartView Monitor daemon is not running 
Stopping SmartView Monitor kernel ... 
Driver 0 is already down 
Driver 1 is already down 
SmartView Monitor kernel stopped 
rtmstop: SmartView Monitor kernel is not loaded 
FloodGate-1 is already stopped. 
Stopping sessions database 
VPN-1/FW-1 stopped 
 
<output omitted> 
 
FireWall-1: Starting fwd 
 
Process DASERVICE started successfully (pid=4415)  
cpridstop: cprid watchdog stopped 
cpridstop: cprid stopped 
cpridstart: Starting cprid 
NY-FW-1> 
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SIC is not operational with NY-FW-1. Verify that SIC is initialized or was not 
reset. 
 
Now, let’s reset SIC from the SMS side. Double-click or right-click on the NY-
FW-1 gateway object in the list and select Edit menu. 
 
Click on Communication button. 
 

 
 
The Trusted Communication screen is displayed. Click on Reset and then click 
on Yes. 
 

 
 
Please take note about the message displayed : 
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The CRL list will be updated and we need to re-install the policy on all SGs. We 
will start to work with Security Policies in a future lab. 
 
Let’s now re-enter and confirm the one-time password – admin123, and click 
Intialize button. 
 

 
 
Please note that SIC has been established and the Certificate state shows as 
Trust established. 
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Click OK. 
 

 
 
Again, the topology is retrieved from the SG, click Close and Close again. 
 
Now, Publish the changes. As we can see, 7 changes have been made and in 
order to save the changes and make them available we will first click on Publish 
at the top and again Publish in the screen that is displayed. 
 

 
 

Please note that now the NY-FW-1 state changes in the Gateways&Servers 
menu list and show the green tick: 
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16.0 Lab: Configure New York Objects in SmartConsole 
 

Lab Objectives 
§ Define in SmartConsole R80.10 New York subnet and host objects 
§ At the end of the lab, the following objects should be created: 

o Network Objects: 
§ NY-LAN-NET 
§ NY-MGMT-NET 
§ NY-DMZ-NET 

o Host Objects: 
§ NY-MGMT-PC 
§ NY-LAN-1 
§ NY-AD-SERVER 
§ NY-DMZ-SERVER 

 
Let’s start with the Network Objects. In SmartConsole, in the top-right corner, 
click on double arrow to maximize the panel, if it’s not already opened. 
 

 
Next, click on New -> Network: 
 

 
 

 
Fill in the Object Name, Network Address and Net mask, as you can see below 
and then click OK: 
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You may be displayed the following message. If this is the case, just click Yes. 

 
 
Check Point automatically creates some objects, by default, and this is one of 
them. In the search bar, if you search for 172.16.10.0 you will see that another 
object already exists, having the same IPv4 subnet assigned: 
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Click on CP_default_Office_Mode_addresses_pool and in the bottom-right 
corner the following information is displayed: 

 
All the objects available in SmartConsole are kept in a separate database. In 
order to keep the objects database “clean” and avoid any confusions or 
unexpected behaviours, it is best to not have multiple objects pointing to the 
same host IP or IPv4 subnet. Let’s delete the object automatically created by 
the system. 
 

 
Right-click on the object and then select Delete. Confirm the action by clicking 
Yes. 
 
Let’s continue with the second Network Object, but now let’s start different. In 
the top-left corner, click on Objects and then Object Explorer: 
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Now, click on New and then click on Network: 

 
 

Everything is the same now and we can continue like we did for the previous 
network object. Fill in the necessary details for NY-MGMT-NET, like you can see 
below. Click OK when you are done. 

 
 
Continue and add the last two network objects, following either option 1 or 2. 
Below are the necessary details for NY-DMZ-NET network objects: 
 

Parameter Value 
Object Name NY-DMZ-NET 

Network Address 172.16.20.0 
Net mask 255.255.255.0 
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As a best practice, you can also add TAGs to objects. Now, why would you do 
that?  
 
Object tags are keywords or labels that you can assign to the network objects 
or groups of objects for search purposes. Imagine that you are managing a big 
network of 1000 sites and at some point you are searching for a specific object, 
that you don’t know the name, but you know that the object is used for a site. 
If you have defined a TAG when creating the object, you can search by using 
that TAG. 
 
For these three objects, let’s add also the tag: HQ. If this hasn’t been done 
already when creating the object, you can do it at a later time by editing the 
object. Right-click an object in the Network list and click Edit: 

 
 

Click on Add Tag, type HQ and hit Enter to add the tag. Click OK when done. 

 
 

You may want to do the same for the other two network object as well. 
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Now, let’s continue and add the Host Objects. Following the same procedure, 
as you did in the first place, now you select Host instead of Network: 
 

 
Fill in the necessary details and click OK. 
 

 
 

Continue and add the other three host objects as well: NY-LAN-1, NY-AD-
SERVER and NY-DMZ-SERVER, using the information below: 

Parameter Value 
Object Name NY-LAN-1 
IPv4 Address 172.16.10.200 

 
Parameter Value 

Object Name NY-AD-SERVER 
IPv4 Address 172.16.10.100 

 
Parameter Value 

Object Name NY-DMZ-SERVER 
IPv4 Address 172.16.20.100 
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When adding the NY-DMZ-SERVER host object, please note that we can set 
now different options. Click on Servers menu on the left and select the Web 
Server option. This DMZ server will be configured later as web and ftp server, 
at least, so it is a good idea to enable it now as a web server. 
 

 
 
After clicking on Web Server, on the left-side a new option appears: Web 
Server. If you expand the Web Server option, more information is displayed. 
You can change here, for example, or add another port the web server will be 
listening on (click on the +). By default, the web (http) server is listening on TCP 
port 80, but you can add whatever suits your needs: 443 (https), 8080, etc. 
 

 
 

After you finished adding both network and host objects, don’t forget to 
Publish the changes.  
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17.0 Lab: Add Anti-Spoofing and Security Zones Intelligence to NY-
FW-1  
 

Lab Objectives 
§ Configure security zones on NY-FW-1 interfaces 
§ Check anti-spoofing configuration (detect vs. prevent) 

 
By default, four security zones are created and exist in the SmartConsole. 
Because security zones are actually objects, this means that we should be able 
to find them in the object panel. In the top-right corner, in the Objects 
Category click on Network Objects , 
 

 
 
and then click on Security Zones: 
 

 
 
Now we can see the four security zones already defined on the system and we 
will use these, no need to define new ones: 
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While in the Gateway&Servers menu, double-click anywhere on NY-FW-1 line  
 

 
 
and the gateway properties window will open. Navigate to Network 
Management menu on the left and you will be able to see all interfaces of NY-
FW-1.  
 

 
 
Please observe that all interfaces are placed in terms of Topology into This 
Network. There is nothing different between them, although one interface is 
connecting to outside or Internet, one is connecting to local LAN, one is 
connecting to DMZ server and the last one is connecting the Management 
subnet.  
 
Double click on eth1 – connecting to external network and let’s explore what 
we can configure here. 



 

                                                              
  

129 

Check Point R80.10 Training Bootcamp 

 
 
We are interested in the Topology section, so please click on Modify. No we 
modify the default configuration and basically we define the topology, how the 
security gateway will treat the interfaces, as belonging to what ? part of the 
network. 
 

 
 

As this interface is connected to external network (Internet), please select the 
Override option and then Internet option. 
 
In terms of Security Zone, we can either select According to topology: 
ExternalZone (now it makes more sense what does the topology mean) or we  
can manually select the zone by first selecting Specify Security Zone and 
selecting from the list ExternalZone. 
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Select it from the list and let’s move on to Spoofing options. 
 
Now it’s even more obvious what topology means from the gateways 
perspective. The first option says that anti-spoofing will be performed based on 
interface topology. In other words, for example, if I see packets that arrive on 
interface on External network with a destination of Internal network, but they 
pretend to be part of Internal network, I will act as the anti-spoofing action is 
set to. Below two options are presented, Prevent and Detect. Prevent will 
block the packet, will Detect will only report the problem depending on Spoof 
Tracking configuration: none (do nothing), log (generate log) or alert (create an 
alert, i.e. send an email to IT Admin, etc). 
 

 
Let’s select Prevent and Log. Click OK when you finished. 
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Now, let’s continue and configure settings for the rest of NY-FW-1 interfaces. 
 
Settings for eth0 (in my case) connecting to internal LAN and eth2 connecting 
to management subnet. Specified Security Zone as InternalZone: 

 
In case of eth3, connecting to DMZ, please select DMZZone as your security 
zone: 
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As always, when you are done configuring, don’t forget to Publish the changes: 
 

 
 

Please note that the number of changes that is displayed on the right of the 
Section (yellow circle) may vary. Make sure that you configured and applied 
the settings to all interfaces and at the end just Publish the changes. 
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18.0 Lab: Configure a Basic Access Control Policy for New York HQ 
 

Lab Objectives 
§ Deploy a basic Access Control Policy on New York HQ Firewall 
§ Organize the rule base with Section Titles 
§ At the end of this lab the rule base should look like the one below: 
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Let’s start with the management rules.  
 
Access to the Check Point machines, SMS and the security gateways, should be 
limited to only allowed IP(s) or specific subnets. Following this best practice, we 
will create a rule that permits only https and ssh version 2 traffic to both SMS 
server and Check Point Security Gateways – NY-FW-1 in this case. 
 
Before we start, let’s change the current name of the policy (policy package) 
that’s being applied to the NY-FW-1. In SmartConsole, navigate to main menu 
and select  Manage policies and layers : 
 

 
 
As you can see, we currently have only one policy package and the name is 
Standard. 
 

 
 
Click on edit button (pencil icon) in the middle and let us now change the name 
of the policy package from Standard to HQ_Corporate_Policy. As you can see, 
the Corporate_Policy package contains two policies, the Access Control and 
Threat Prevention policy, respectively. 
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In this lab, we are creating a basic Access Control policy only with Firewall 
software blade activated on the NY-FW-1. As we progress, in the upcoming 
labs, we will activate the rest of the blades as well: Application Control and URL 
Filtering and Content Awareness. 
 

 
 
Let’s click on Installation Targets menu. Here we can define where will this 
policy package be installed. 
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By default, the installation target is set to All gateways, but we will change this 
to be specific and configure here NY-FW-1. So this policy package will be 
installed only on NY-FW-1 security gateway.  
 

 
 
Select NY-FW-1, click OK and it should look like this: 
 

 
 
Now, let’s navigate to Security Policies -> Access Control -> Policy and add our 
first rule. 
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Click on the Cleanup rule and then click on icon Add rule above. A new rule is 
added on top of the existing rule and we can edit it now. This rule will be the 
Management rule, permitting access to SMS and NY-FW-1 only from MGMT PC. 
 
Enter the name of the rule – Management and continue adding the source. 
Click on the + sign 

 
and select NY-MGMT-PC as the source. Continue with the rest of the fields and 
make sure your rule will match the following: 
 

 
 
Remember the Best Practise we talked about in Module 6 ? Stealth and 
Cleanup Rules should be configured in every rule base. 
 
Now, let’s add the Stealth rule. The idea is that you first allow management 
traffic specifically as we did we rule 1 – Management and afterwards you deny 
any other attempt of connecting to the Check Point machines. 
 
Select rule 1 and click on Add rule below icon: 
 

 
 
When done, your rule should look like the following: 
 

 
 
Next, let’s add some traffic general rules. We will permit DNS in a rule and 
outgoing traffic in a separate rule, traffic to DMZ in another rule, LDAP traffic 
separate as well and last rule will be the explicit Cleanup rule. 
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Your new rules should look like this: 
 

 
 
In terms of organizing the rule base, it’s a good idea to introduce Sections. This 
way you “document” your rule base and make it easy to read, while creating it. 
 
Let’s create three sections: Management, General Traffic and Cleanup Rule 
Best Practice. 
 
Right-click on the first rule in the rule base and click on Above in the New 
Section Title row. This will add a new Section Title that you can afterwards 
change the name to Management. 
 

 
 
Continue and add another two section titles, General Traffic for rules 3-6 and 
Cleanup rule (explicit, right?) above the last rule. 
 
When you are done, don’t forget to Publish the changes  
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and install the newly created policy. 
 

 
 
Your new basic ACP should look like this in the end: 
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19.0 Lab: Configure Hide NAT for New York HQ LANs 
 

Lab Objectives 
§ Connect to Internet LAN, DMZ and MGMT LANs 
§ Configure and test Hide NAT both at gateway level and object level 

 
Automatic Hide NAT can be configured in two ways, at the gateway level for all 
Internal subnets or at the object level, per object. Internal subnets refers to 
the Topology the Security Gateway is aware of. This is where the configuration 
of the Topology comes in handy and proves one more time it’s useful. 
 
Let’s start and first enable Automatic Hide NAT for all Internal subnets. One 
more thing, it’s called automatic because the NAT rules are added 
automatically by SmartConsole in the NAT rule base. The other option, Manual 
NAT, would mean that you manually configure the NAT rules and add them one 
by one to the NAT Rule Base. 
 
Open SmartConsole and go to Gateways and Servers main menu on the left 
side. Double-click on NY-FW-1  and navigate to Network Management menu 
on the left: 

 
 
You can see here that only eth1 is External the rest of the interfaces are 
Internal networks. Next, go to NAT menu on the left and enable Hide NAT: 
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Click OK when done. Let’s now Publish the changes, Install the policy and run 
Verification tests. 

 
 
Install policy: 
 

 
 
Let’s check if any NAT rules have been created in the NAT rule base: 
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No NAT rule appear as to be created in the NAT rule base. Let’s run a 
verification test. Go to NY-LAN-1 host PC and initiate an icmp session to Google 
DNS – 8.8.8.8: 
 

 
 
Now, why is ping not working ? It should work right ?  
 
Let’s investigate. Let’s go to Logs&Monitor and check the logs. 
 
Open one of the logs like you see below: 
 

 
 
Type in the search bar, in order to sort through the logs, src:NY-LAN-1, so that 
we see only logs generated for traffic that has been sourced by NY-LAN-1 host. 
 
Double-click on the log and we see that traffic was accepted by the NY-FW-1 
and indeed that NAT has been done :  
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Click on Matched Rules tab in order to see what rule in the rule base did it 
match. 

 
 
We can see that the DNS request was matched by rule 3 and if you click on 3 in 
the background the rule base is opened and rule 3 is highlighted. 
 
If we want the ICMP traffic to be successful, we will need to modify the Rule 
Base, for example the Outgoing Traffic rule and add ICMP protocol there. Let’s 
do this now:  
 

 
 
Publish changes and install policy ! 
 
Now let’s test again icmp to 8.8.8.8 on NY-LAN-1 PC – Success ! 
 

 
 
Let’s identify traffic on Logs&Monitor: 
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Traffic is accepted and we can see that it was matched by rule 4, where we 
added ICMP-PROTO in the Services&Applications column. 
 
On the other hand, web traffic – http and https is working fine, as it is already 
part of the same rule, rule no. 4.  Let’s test connectivity to www.youtube.com 
on the same NY-LAN-1 PC:  
 

 
 
Works fine, as expected ! 
 
Currently we can not identify in the Logs what was the exact connection to 
YouTube as traffic is encrypted – HTTPS. We will be able to do this after we 
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configure HTTPS inspection on NY-FW-1, which means we will be able to “look 
inside” the encrypted packets. 
 

 
 
Let’s now enable Hide NAT at the object level. Why is this option available ?  
 
Well, maybe you don’t want to enable internet access to all your internal LANs, 
so this means you will enable it only on desired or needed subnets. Navigate to 
Gateways&Servers, double-click the NY-FW-1, navigate to NAT menu and 
disable the general Hide NAT option. 
 

 
 
 
Now, let’s navigate to Objects on the right -> Network Objects -> Networks: 
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Double-click NY-LAN-NET, go to NAT menu and enable Add automatic address 
translation rules option: 
 

 
 

Leave the rest of the option as they are. This will enable automatic NAT (so NAT 
rules will be added automatically to the NAT rule base), the type of NAT is HIDE 
NAT (Translation method - Hide) and the public IP address of the gateway will 
be used as the NAT translated IP. 
 
Click OK and implement the same setting for the other two subnets – DMZ and 
MGMT. 
 
Publish the changes: 
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and install the policy. 
 
Let’s test again connectivity to internet: 
 

 
 
And https traffic: 
 

 
 
Please note that as opposed to the previous configuration, now NAT rules 
appear in the NAT rule base. SmartConsole created 2 NAT rules for every object 
hide NAT configuration. First rule prevents NAT from happening when traffic 
goes inside that specific subnet (i.e. traffic from 2 hosts in the same subnet ), 
while the second NAT rule addresses the hide NAT. In this second rule, please 
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observ that Original Source and Translated Source columns are being 
populated. 
 

 
 
As this NAT is configured at the network object level, the rules appear under 
Automatic Generated Rules: Network Hide NAT.  
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20.0 Lab: Configure Static NAT in New York Site  
 

Lab Objectives 
§ Configure Static NAT for SMS, DMZ and AD servers 
§ Verify and test Static NAT configuration 

 
In this lab, we will configure static NAT for several objects in NY HQ site. The 
difference between static and hide NAT is that through static NAT we “publish” 
the internal NY objects and make them available for access from outside world, 
from the internet. Specifically, the NY-SMS-1 management server must be 
available for connections from L-FW-1 in order to register this new gateways 
and be able to remotely manage it. Next, the DMZ server, as it will both a web 
and ftp server, it needs to be accessible by remote users, from the outside 
world. Same applies for AD server, which is needed for remote users 
connecting to HQ site. 
 
Let’s start with NY-SMS-1 management server. 
 
Navigate to Object on the right-side of SmartConsole and edit NY-SMS-1 object. 
Go to NAT menu on the left and fill in the details, as outlined below: 
 

 
 
First enable Add Automatic Address Translation rules, define the Translation 
method as Static, fill in the public IP address which will be mapped to the SMS 
private IP address, select on which SG will this NAT rule be applied and very 
important enable Apply for Security Gateway control connections. This last 
option relates to the fact that control or management connections will be done 
through this public IP for management of remote gateways. 
 
Click OK when done. 
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Let’s test the configuration. Go the L-FW-1 cli and ping 200.0.1.100 the public 
IP mapped to NY-SMS-1: 
 
 
 
 
 
 
 
ICMP session is not successful. Let’s investigate in Logs&Monitor: 
 

 
 
Ok, so we see that traffic was dropped because of Stealth rule, which dictates 
who can access NY-SMS-1 and NY-FW-1 and this is NY-MGMT-PC and only this 
host. Also, please note that only https and sshv2 protocols are permitted. 
 
So, in order to test and have the test functional, we should test with ssh for 
example and, again, as a test, add the IP of L-FW-1 to the list of hosts permitted 
to manage NY-SMS-1, so in rule 1 – Management. Let’s create a host object – L-
FW-1-test: 
 

 
 

and modify rule 1 – Management: 
 

L-FW-1> ping 200.0.1.100 
PING 200.0.1.100 (200.0.1.100) 56(84) bytes of data. 
 
--- 200.0.1.100 ping statistics --- 
6 packets transmitted, 0 received, 100% packet loss, time 5001ms 
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Now, in the source column, we also have L-FW-1-test object, which means that 
https and ssh version2 traffic from this host should be permitted. As icmp is not 
in the list, it makes no sense to try it. Let’s try to ssh to NY-SMS-1 from L-FW-1, 
this should work as ssh is permitted. Login to expert mode in L-FW-1 and 
initiate ssh connection: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Great, this validates completely that static NAT is correct and NY-SMS-1 is 
reachable from internet. 
 
Finally, let’s examine the Logs. Filter the Logs by entering in the search bar the 
following: service:ssh src:200.0.1.1 dst:200.0.1.100 
 

 
 
The session is permitted, we saw it already, this confirms it with logging. 
Double-click it and take a look inside also. 
 

L-FW-1> expert 
Enter expert password: 
 
 
Warning! All configurations should be done through clish 
You are in expert mode now. 
  
[Expert@L-FW-1:0]# ssh admin@200.0.1.100 
The authenticity of host '200.0.1.100 (200.0.1.100)' can't be established. 
RSA key fingerprint is 66:ea:5d:1d:81:70:51:50:32:cd:eb:1d:3c:6f:57:d0. 
Are you sure you want to continue connecting (yes/no)? yes 
Warning: Permanently added '200.0.1.100' (RSA) to the list of known hosts. 
This system is for authorized use only. 
admin@200.0.1.100's password: <admin123>   <<< password entered in this step 
Last login: Fri Feb  1 03:48:17 2019 
NY-SMS-1>  
NY-SMS-1> 
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NAT was performed and specifically in this direction, internet to inside, the 
destination was NATted, from 200.0.1.100 to 10.0.0.100, as you can see in the 
log. If you click on Matched Rules, you will see that the session was matched 
by Management rule: 
 

 
 
Don’t forget to clean the configuration :  

- Rule 1 – Management, erase NY-LAN-1-test 
- Delete NY-LAN-1-test object from SmartConsole 

 
Now, let’s configure static NAT for NY-DMZ and NY-AD servers. 
 
Navigate to Objects and edit NY-DMZ-SERVER object. Navigate to NAT menu 
and configure the settings as outlined below: 
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Now edit the NY-AD-SERVER also: 
 

 
 

 
Publish the changes and install the policy. 
 
Now, if you take a look at the NAT Rule Base, you will see the rule base 
populated with entries in the Machine Static NAT category. 
 
The NAT Rule Base should look like below:  
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In order to test connectivity to NY-DMZ-SERVER, web and ftp server, we would 
need to first install these two functionalities on the Ubuntu DMZ server. 
 
This will be addressed separately in the next lab and after that we will be able 
to test web and ftp access, from outside world (London LAN user and or 
Remote User). 
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21.0 Lab: Configure NY-DMZ-SERVER as HTTP and FTP server  
 

Lab Objectives 
§ Enable HTTP and FTP functionalities on NY-DMZ-SERVER 
§ Verify and test access to HTTP and FTP server from outside user 

 
NY-DMZ-SERVER is a Ubuntu 18.04 machine. In order for it to be an HTTP and 
FTP server, it needs to be configured so that it will serve this roles. 
 
Let’s first start with HTTP server role. 
 
As with any Linux machine, it’s a good idea to start with getting your machine 
up to date. The two commands to run here are sudo apt-get update and sudo 
apt-get upgrade. Sudo keyword is the equivalent in Windows operating 
systems when you right-click on an item and select Run as Administrator. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

user@Ubuntu18:~$ sudo apt-get update 
[sudo] password for user: <type_user_password_here> 
Get:1 http://security.ubuntu.com/ubuntu bionic-security InRelease [88.7 kB] 
Get:2 http://us.archive.ubuntu.com/ubuntu bionic InRelease [242 kB] 
Get:3 http://us.archive.ubuntu.com/ubuntu bionic-updates InRelease [88.7 kB] 
Get:4 http://security.ubuntu.com/ubuntu bionic-security/main i386 Packages [197 kB] 
Get:5 http://us.archive.ubuntu.com/ubuntu bionic-backports InRelease [74.6 kB] 
 
<output omitted> 
 
Get:68 http://us.archive.ubuntu.com/ubuntu bionic-backports/universe amd64 DEP-11 
Metadata [7,344 B] 
Get:69 http://us.archive.ubuntu.com/ubuntu bionic-backports/universe DEP-11 48x48 
Icons [29 B] 
Get:70 http://us.archive.ubuntu.com/ubuntu bionic-backports/universe DEP-11 64x64 
Icons [29 B] 
Fetched 45.4 MB in 14s (3,301 kB/s)                                             
Reading package lists... Done 
user@Ubuntu18:~$ 
user@Ubuntu18:~$ sudo apt-get upgrade 
Reading package lists... Done 
Building dependency tree        
Reading state information... Done 
Calculating upgrade... Done 
 
<output omitted> 



 

                                                              
  

156 

Check Point R80.10 Training Bootcamp 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Depending on your hardware that you are running your lab topology on, you 
can expect around 15-30 minutes for the update and upgrade to finish. Also, 
very important is the bandwidth that Ubuntu server has available, because it 
will download a lot of packets from Ubuntu repositories – from the internet. 
 
 I am currently using as the Internet Router the Mikrotik RouterOS. Consumes 
very little CPU and memory and doesn’t limit bandwidth. Great choice, I highly 
recommend it, and there is also a video lecture published on #howto setup the 
Mikrotik Router. 
 
Let’s now launch the Apache Web server installation: 
 
 
 
 
 
 
 
 
 
 
 
 

Do you want to continue? [Y/n] Y 
Get:1 http://us.archive.ubuntu.com/ubuntu bionic-updates/main amd64 base-files 
amd64 10.1ubuntu2.3 [60.4 kB] 
Get:2 http://us.archive.ubuntu.com/ubuntu bionic-updates/main amd64 bsdutils amd64 
1:2.31.1-0.4ubuntu3.3 [60.4 kB] 
Get:3 http://us.archive.ubuntu.com/ubuntu bionic-updates/main amd64 tar amd64 
1.29b-2ubuntu0.1 [234 kB] 
Get:4 http://us.archive.ubuntu.com/ubuntu bionic-updates/main amd64 dpkg amd64 
1.19.0.5ubuntu2.1 [1,140 kB 
 
<output omitted> 
 
Setting up libreoffice-help-en-us (1:6.0.7-0ubuntu0.18.04.2) ... 
Processing triggers for libc-bin (2.27-3ubuntu1) ... 
Processing triggers for initramfs-tools (0.130ubuntu3) ... 
update-initramfs: Generating /boot/initrd.img-4.15.0-20-generic 
Processing triggers for dbus (1.12.2-1ubuntu1) ... 
user@Ubuntu18:~$ 

user@Ubuntu18:~$ sudo apt-get install apache2 
[sudo] password for user: <type_user_password_here > 
Reading package lists... Done 
 
<output omitted> 
 
Do you want to continue? [Y/n] Y 
Get:1 http://us.archive.ubuntu.com/ubuntu bionic/main amd64 libapr1 amd64 1.6.3-2 
[90.9 kB] 
Get:2 http://us.archive.ubuntu.com/ubuntu bionic/main amd64 libaprutil1 amd64 1.6.1-
2 [84.4 kB] 
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There are several profiles available on the machine now, as related to HTTP 
service. The “Apache Full” enables access to HTTP and HTTPS (ports 80 and 
443). Let’s verify this: 
 
  
s 
 
 
 
 
 
 
We will apply this profile on incoming direction in order to permit access to 
http and https. Actually we are allowing this by updating the firewall rules of 
the Ubuntu server: 
 
 
 
 
 
 
Now, we can do a fast test and see if the server is running, both on cli and 
trying to actually access the default home page. On the cli, you can run the 
following command : service apache2 status  
 

  

<output omitted> 
 
Processing triggers for libc-bin (2.27-3ubuntu1) ... 
Processing triggers for systemd (237-3ubuntu10.11) ... 
Processing triggers for ureadahead (0.100.0-20) ... 
Processing triggers for ufw (0.35-5) ... 
user@Ubuntu18:~$ 

user@Ubuntu18:~$ sudo ufw app info "Apache Full" 
Profile: Apache Full 
Title: Web Server (HTTP,HTTPS) 
Description: Apache v2 is the next generation of the omnipresent Apache web 
server. 
 
Ports: 
  80,443/tcp 

user@Ubuntu18:~$ sudo ufw allow in "Apache Full" 
Rules updated 
Rules updated (v6) 
user@Ubuntu18:~$ 
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Open Firefox browser and navigate to http://172.16.20.100, the NY-DMZ-
SERVER internal IP address: 
 
The browser should return the default web page after a successful apache2 
package installation: 
 

 
 
Now, let’s continue and install FTP service. First thing, we install the VSFTPD 
package: 
 
 
 
 
 
 
 
 
 
 
 
 
Before we do anything, let' make a backup of a current VSFTPD server 
configuration file and then edit the vsftpd.conf file :  
 
 
 
 
 
 
A new window will open, corresponding to vsftpd.conf file. The following code 
represents a simple FTP server configuration, just copy and paste it inside: 

user@Ubuntu18:~$ sudo apt-get install vsftpd 
[sudo] password for user:  
Reading package lists... Done 
Building dependency tree        
Reading state information... Done 
The following NEW packages will be installed: 
  Vsftpd 
 
<output omitted> 
 
user@Ubuntu18:~$ 
 
 

user@Ubuntu18:~$ sudo mv /etc/vsftpd.conf /etc/vsftpd.conf_orig 
user@Ubuntu18:~$  
user@Ubuntu18:~$ sudo nano /etc/vsftpd.conf 
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a 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CTRL+X after you pasted the configuration and press “Y” on your keyboard in 
order to accept the changes. 
Please run the next command in order to allow incoming traffic to FTP ports: 
 
 
 
 
 
 
And restart VSFTP server in order to apply the new changes: 
 
 
 
 
Next, let’s create a FTP user and password pair that will be used for 
authentication when connecting to the FTP server: 
 
 
  
 
 

listen=NO 
listen_ipv6=YES 
anonymous_enable=NO 
local_enable=YES 
write_enable=YES 
local_umask=022 
dirmessage_enable=YES 
use_localtime=YES 
xferlog_enable=YES 
connect_from_port_20=YES 
chroot_local_user=YES 
secure_chroot_dir=/var/run/vsftpd/empty 
pam_service_name=vsftpd 
rsa_cert_file=/etc/ssl/certs/ssl-cert-snakeoil.pem 
rsa_private_key_file=/etc/ssl/private/ssl-cert-snakeoil.key 
ssl_enable=NO 
pasv_enable=Yes 
pasv_min_port=10000 
pasv_max_port=10100 
allow_writeable_chroot=YES 

user@Ubuntu18:~$ sudo ufw allow from any to any port 20,21,10000:10100 proto tcp 
Rules updated 
Rules updated (v6) 
user@Ubuntu18:~$ 

user@Ubuntu18:~$ sudo service vsftpd restart 

user@Ubuntu18:~$ sudo useradd -m ftpuser 
user@Ubuntu18:~$ sudo passwd ftpuser 
Enter new UNIX password: <admin123> 
Retype new UNIX password: <admin123> 
passwd: password updated successfully 
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Now, I will create a simple text file that will be accessible to user that connects 
to FTP server.  
 
 
 
 
 
 
 
Installation of both WEB and FTP services on NY-DMZ-SERVER is complete. It’s 
now time to test access to these services from “outside world”, from the 
internet. We will initiate http and ftp sessions from the REMOTE_USER 
Windows PC. 
 
We will start first with HTTP. Open a browser and navigate to the public static 
NAT IP that we configured for NY-DMZ-SERVER : http://200.0.1.150 
 

 
 
The page loads successfully. Let’s now investigate this through Logs&Monitor 
in SmartConsole. In the search bar, enter the following filter: service:http 
dst:200.0.1.150 -> HTTP traffic with a destination of 200.0.1.150 
 

 

user@Ubuntu18:~$ sudo bash -c "echo FTP TEST CCSA R80.10 BOOTCAMP > 
/home/ftpuser/FTP-TEST" 
user@Ubuntu18:~$  
user@Ubuntu18:~$ cat /home/ftpuser/FTP-TEST  
FTP TEST CCSA R80.10 BOOTCAMP 
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Double-click on most recent log to open it and let’s analyze it. 
 

 
 
HTTP traffic – service http (TCP 80) is coming from source 202.0.1.1, going to 
200.0.1.150. Destination NAT is performed and the real destination IP of this 
traffic is 172.16.20.100 – the NY-DMZ-SERVER. 
 
Packets are matched against HQ_Corporate_Policy and specifically by Network 
(this is the name) layer, the Access Rule name – Traffic to DMZ, rule number 5. 
If you click on rule 5, it will open in the background: 
 

 
 
Traffic to be matched in this rule : http and ftp. 
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Now, let’s initiate a FTP session from the REMOTE_USER PC. Open Filezilla FTP 
client on the PC and initiate a FTP session to the DMZ: 
 

 
 
Side note, username is ftpuser, password is admin123, as we defined it earlier 
on NY-DMZ-SERVER. Click Quickconnect 

 
 
On the Remote site, after successfully connecting to FTP server, we see the 
FTP-TEST file available for download. Remember that we defined this file 
earlier. Either right-click on FTP-TEST file or select it and drag-and-drop on the 
Desktop and open it :  
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Let’s quickly now identify this traffic in Logs&Monitor. In the search bar, filter 
the logs with the following: service:ftp dst:200.0.1.150 
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22.0 Lab: Add Remote London Security Gateway to NY-SMS-1 
Management Server 
 

Lab Objectives 
§ Create and add new remote gateway to NY-SMS-1   
§ Establish and validate SIC with NY-SMS-1 

 
In order to have the London firewall added to our management server, we 
would need to do a couple of things. First, we will create the gateway, publish 
the changes and install the Corporate Policy, but we will not try to establish 
SIC. The reason behind this approach is that we will first want to make the NY-
SMS-1 and NY-FW-1 aware of the new gateway and permit the management 
traffic to the SMS. If we try to establish SIC before we have the gateway listed 
in the SmartConsole, connection will fail. 
 
Let’s start by connecting to the SmartConsole and navigate to 
Gateways&Servers menu. Click to add a new Gateway: 
 

 
 
Select Classic Mode: 
 

 
 

and fill in the following information: 
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Click OK when done. 
 
A warning will be displayed, but we can just ignore it at this point: 
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SmartConsole is complaining because no information about interfaces’ 
Topology is available. This will be solved after establishing the SIC and 
information about the interfaces will be pulled by the SMS. 
 
For now, just publish the changes: 
 

 
 

and install the HQ_Corporate_Policy on NY-FW-1. 
 
Now, open the L-FW-1 gateway. Right-click and select Edit, or just double-click 
it: 
 

 
 
Click on Communication and following window appears. 
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Enter the one-time password – admin123, confirm the password once again – 
admin123 and click Initialize. Trust relationship is established, you can now 
click OK.  
 
Because SIC is up now, the SMS will pull information from the gateway related 
to the interfaces that is has configured. 
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Click Close, then OK. Publish the changes again and install the policy on NY-FW-
1. 

 
 
Installation was done successfully, the London gateway – L-FW-1 appears now 
in the list, all green. The other two are presenting a warning in my case now, 
complaining that licensing will expire soon, just that. 
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23.0 Lab: Configure and Verify Topology, SZ and Anti-spoofing on 
London Branch Gateway 
 

Lab Objectives 
§ Define topology for London FW interfaces 
§ Define Security Zones and Anti-Spoofing 

 
Open L-FW-1 gateway object in order to edit it and go to Network 
Management menu on the left. 
 

 
 
Let’s start with eth0. Select it and click on Edit. 
 

 
 

Click on Modify … 
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Click OK when done. 
 
In the IPv4 field I see that the IP address is 192.168.1.1. If this is the true for 
you too, please follow along. 
 

 
 

We will modify the IP address of eth0 and after that we will pull the 
information again from SMS server side and the IP address should be updated 
here as well. 
 
I am going to change the IP address through CLI. 
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Now, click on Get Interfaces and the Topology will be “downloaded” again. 
 

 
 
You may receive a warning message stating that the current topology will be 
overwritten. If this is the case, please confirm/accept changes. 
 
 

L-FW-1> show configuration interface      
set interface eth0 state on  
set interface eth0 auto-negotiation on  
set interface eth0 ipv4-address 192.168.1.1 mask-length 24  
set interface eth1 link-speed 1000M/full  
set interface eth1 state on  
set interface eth1 ipv4-address 201.0.1.1 mask-length 24  
set interface eth2 state off  
set interface eth3 state off  
set interface lo state on  
set interface lo ipv4-address 127.0.0.1 mask-length 8  
L-FW-1> set interface eth0 ipv4-address 172.16.30.1 mask-length 24 
L-FW-1> save config 
L-FW-1> show interface eth0 
state on 
mac-addr 50:00:00:03:00:00 
type ethernet 
link-state link up 
mtu 1500 
auto-negotiation on 
speed 1000M 
ipv6-autoconfig Not configured 
duplex full 
monitor-mode Not configured 
link-speed 1000M/full 
comments  
ipv4-address 172.16.30.1/24 
L-FW-1>  
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Now the IPv4 addresses look good, click Accept. Don’t forget to confirm 
settings for external interface too, eth1: 
 

 
Publish Changes and Install the Policy! 
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24.0 Lab: Define a New Policy Package for Branch  Gateways 
 

Lab Objectives 
§ Create a new policy package that will be used for London Branch 

 
In this short lab, we will define a new Policy Package that will be used for 
London Branch gateway. Can you remember what a policy package is ?  
 
You can think of the policy package as a container that puts together all the 
security policies that will be installed on the respective gateway. With that said, 
the policy package is comprised of Access Control Policy, Threat Prevention 
Policy, QoS and Desktop Policies. 
 
In this lab we define the Branch_Policy so that in the next lab we define the 
Access Control Policy that will be installed on the London Branch gateway. 
 
In the top left corner, click on Menu and then enter the Manage policies and 
layers menu. 
 

 
 
Now, click on New and let’s define the necessary details. 

 
 

This policy package will include, at a later time also the Threat Prevention 
policy, so select it here.  
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Let’s edit the Network layer, that currently contains only one blade – Firewall. 
 

 
 
Next, go to Installation Targets, in order to define where this Policy Package 
will be installed, select L-FW-1: 
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Click OK when done. The new policy package is added to the list: 
 

 
 
Let’s do a small change in the Branch_Policy befor we wrap up this lab. 
 

 
 
Right-click on Branch_Policy and select Open. Please note that now the tab you 
are working on is named – Branch_Policy, as expected. Modify the default 
action to Accept and,  
 

 
 
 
as always, don’t forget to publish the changes and Install Policy: 
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Now, when you click Install Policy,  

 
 
you are asked to select which policy you are going to install and this makes 
sense as we have two policies available. 

 
 

This happens if you click the general Install Policy button. If you are inside a 
policy, for example the Branch_Policy and you click the Install Policy button, 
SmartConsole will know what policy you want to install and will the trigger the 
policy installation window: 
 

 
 
Click on Install and the Branch_Policy will be installed on the London Branch 
Gateway. 
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25.0 Lab: Configure a Basic Access Control Policy for London Branch 
Gateway 
 

Lab Objectives 
§ Configure a Basic Access Control Policy for the London remote gateway 

in a similar manner like you did for the NY HQ Gateway – NY-FW-1 
 
 
Following the same approach as for NY-FW-1, you will now build a basic access 
control policy for London Gateway. 
 
When this lab is completed, the Access Control Policy Rule Base should look like 
this : 
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We start by adding the Management rule, above the default Cleanup rule : 
 

 
 
Let’s make a test, first publish the changes and install the Branch Policy. 
 
Now, from the NY-MGMT-PC, initiate a connection to https://201.0.1.1 
which represents L-FW-1: 

 
 
Connection is successful, let’s investigate the logs. In SmartConsole, go to 
Logs&Monitor and filter the logs with the following: service:https dst:L-FW-1 
 

 
 
Open the top log and let’s take a look at what information is presented. 
 
Look closer at what is presented in the Policy section. Traffic is matched, in the 
HQ_Corporate_Policy by the Outgoing rule, rule number 4. Yes the connection 
is working, but since this is management traffic, it should reside in the 
management specific rule – first rule. 
 



 

                                                              
  

179 

Check Point R80.10 Training Bootcamp 

 
 
Let’s modify the Management rule on HQ_Corporate_Policy and add L-FW-1 to 
the Destination column. 
 

 
 
Publish changes, install HQ policy and let’s test again now. Now, the traffic is 
being matched by rule 1 – Management, in the HQ_Corporate_Policy Rule 
Base. 
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But is it traffic really reaching L-FW-1 ? 
 
Filter the logs with the following: service:https src:200.0.1.1 dst:201.0.1.1 : 

 
 
Traffic is being dropped by the Branch Policy, as it is being matched by the 
Cleanup Rule. The management rule permits traffic to L-FW-1, but if it is 
coming from NY-MGMT-PC – 10.0.0.100 IP address. Because traffic is being 
source NAT-ed when leaving the NY-FW-1 gateway, the IP address changes to 
200.0.1.1 – Hide NAT – the external IP address of NY-FW-1. 
 
I will create a new object – NY-MGMT-PC-NAT and assign the IP address of 
200.0.1.1. Then we will modify the source object in the Management rule on 
Branch Policy: 
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Now, let’s try again. Initiate a https connection to L-FW-1 : https://201.0.1.1 
 
This time it works :  

 
 
And the logs confirm this as well : 
 

 
 

Let’s continue now with the rest of the rules for London Gateway. 
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The second rule is the Stealth Rule. For the 3rd and 4th rule I need to create a 
new object – the London internal LAN object: 

 
 

Add the DNS and Outgoing traffic rule as below: 
 

 
 
The new Access Control Policy rule base should look like this: 
 

 
 
You may have got used to it already now, publish the changes and install the 
new policy to London GW. 
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26.0 Lab: Configure Hide NAT and provide Branch Users Internet 
Connectivity 
 

Lab Objectives 
§ Configure Hide NAT in order to connect London internal users to Internet 

 
This lab will be very short. We will configure Hide NAT for the London Branch in 
order to provide internet connectivity to London LAN users. 
 
We will enable Hide NAT at the object level, so this is a good time to connect to 
Check Point SmartConsole. Go to Objects on the top right and navigate to 
Network Objects and then to Networks. Right-click on L-LAN-NET and click 
Edit. 
 

 
 
 
L-LAN-NET window will be displayed, see below. 
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Now, let’s publish the changes 
 

 
 

And install the policy on London Gateway L-FW-1: 
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Connect to L-LAN-1 user and let’s test internet connectivity: 
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If we take a look in the Logs&Monitor and filter the logs with the following 
filter: src:L-LAN-NET 
 

 
 
we can definitely see logs. Double-click on latest log, at the top :  
 

 
 
Origin – Log was generated by L-FW-1, Service – traffic was HTTPS, Accept – 
traffic was accepted – Branch_Policy and forwarded – Rule 4 and Source NAT 
took place. 
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27.0 Lab: Configure Outbound HTTPS Inspection on NY and London 
Gateways 
 

Lab Objectives 
§ Verify the HTTPS currently used for HTTPs connection 
§ Configure HTTPS inspection on both SGs – NY and London 

 
Before we start the actual configuration of HTTPS inspection in our lab 
environment, it’s actually a great idea to do some verifications and testing and 
observe how the network is performing, prior implementing any changes. 
 
Following the successful configuration, in this lab and the following two, we will 
be able to see the actual traffic inside encrypted HTTPS also, so at this point it’s 
a good idea to enable both Application Control and URL Filtering software 
blades on our Security Gateways. 
 
Open SmartConsole and navigate to Gateways&Servers. Double-click on  
NY-FW-1 and enable the two software blades: 
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Now, please go ahead and enable Application Control and URL Filtering 
software blades on L-FW-1 security gateway as well. 
 
Publish the changes and install both policies, HQ_Corporate_Policy and 
Branch_Policy. 

 
 
From NY-LAN-1 user, open a browser (for example Google Chrome ) and 
navigate to https://google.com. In this step, the idea is to take a look at what 
certificate is the browser on NY-LAN-1 user using when establishing a secure 
connection with the Google Web Server. 
 
Click on the lock icon and then click on Certificate. 
 

 
 
As you can see below, the certificate has been issued to (which means who is 
going to use it) www.google.com and the Certificate Authority that has issued 
the Certificate (issued by) is Google Internet Authority G3. 
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Now, let’s enable HTTPS Inspection on NY-FW-1, first. Open NY-FW-1 gateway 
properties page and navigate to HTTPS Inspection on the left menu: 
 

 
 

As you can see as being presented in the window, we have to create in Step 1 a 
Certificate that is going to be used for Outbound HTTPS inspection. This is the 
certificate that is going to be used in order to establish the SSL tunnel with the 
client – source that will initiate the HTTPS connection. Click Create and fill in 
the necessary details: 
 
Issued by – chkp.com -> this is just as an example 
Private key – admin123 
Retype private key – admin123 
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Click OK when finished; now the certificate is being created.  
 
In Step2, we will export the just created certificate in order to have it available 
later and install it on LAN users. More on this topic later. 
 
Click Export Certificate and save the certificate as NY.cer. 
 

 
 
Last step, step 3, enable HTTPS Inspection and click OK. 
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Now, we can go to Security Policies and under the Shared Policies click on 
HTTPS Inspection: 
 

 
 
and then navigate to HTTPS Inspection Policy: 

 
Rule number 1 is the Predefined Rule or the default rule that comes installed 
when enabling HTTPS Inspection. This is similar to the Cleanup Rule that is 
present when creating an Access Control Policy. 
 
In order to actually see what is happening with our HTTPS traffic, we need to 
enable logging. In the Track column, right-click and select from the menu the 
Log option. 
 

 
 
Now, let’s save the changes (click on Update button) and we can then close 
SmartDashboard. 
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Returning back to SmartConsole, there is one more thing to do. Currently both 
gateways are using a HTTPS Inspection profile that is called – Default 
Inspection. This is not the most aggressive and “accurate” that we can use so 
let’s change to the other profile that is already available – Recommended 
profile. 
 
Under Shared Policies, click on Inspection Settings  

 
 

Click on Gateways and then double-click NY-FW-1. Select in the Assign Profile 
drop-down menu the Recommended Inspection profile and confirm your 
choice by clicking OK. 

 

 
 
Repeat the same steps and activate the Recommended Inspection profile for 
London security gateway as well. 
 
Now, publish and install both security policies, Corporate and Branch Policy. 
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Now, let’s do some testing. On the NY-LAN-1 user PC, navigate again to 
https://google.com in Internet Explorer browser. 
 
We are now being displayed an error in the browser – Certificate Error: 
 

 
 
Click on Continue to this website and the web page opens. Please take a close 
look at the URL tab: 
 

 
 
On the right side, there is some important information displayed – Certificate 
Error. Click on it and then click on View Certificates. Now information about 
the current Certificate being used between the client’s browser and the Check 
Point security gateway is displayed: 
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The certificate was issued for www.google.com use, and it was issued by 
chkp.com, which is actually the certificate we have defined when enabling the 
HTTPS Inspection. 
 
Let’s now take a look at the logs in the Logs&Monitor section. 
 
In the search bar, you can type HTTPS and you will see now a lot of events that 
have the action of Inspect. This indeed confirms that configuration has been 
successful.  
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28.0 Lab: Install the CA Certificate on LAN users’ PCs 
 

Lab Objectives 
§ Deploy the chkp.com locally generated certificate on LAN users’ PC 

 
In this lab we will install the certificate we have generated in the previous lab 
on the LAN users. We will do this on NY-LAN-1, NY-MGMT-PC and L-LAN-1. 
 
In the lab environment I am working on, NY-LAN-1 and L-LAN-1 are Windows 7 
machines, while the management PC is running Windows 10. I will be doing the 
installation on all of these just that I highlight the potential differences while 
installing a certificate if running W7 or W10 operating system. 
 
Technically speaking, we only need this to be done on LAN users – NY-LAN-1 
and L-LAN-1, because this are the PCs that are going out to the Internet. 
 
In order to start the process, double-click the certificate – NY. Click Install 
Certificate button: 

 
 
 
Leave everything as it is and click Next now : 
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We will manually select now where to place the certificate: 
 

 
 

Select Trusted Root Certification Authorities from the list  
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and then click Next: 

 
 
 
Next, click Finish: 

 
 

Now, you should confirm that you want to install the certificate, so click Yes. 
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and you should receive now a confirmation that the certificate import was 
successful. 

 
 
Now, let’s import the certificate on NY-LAN-1 and L-LAN-1 PCs. In order to do 
that, we need to get the NY Certificate on these machines. One method would 
be to use some kind of document sharing method – google drive, dropbox etc. 
If following this method, upload NY.cer file to your favourite choice and then 
download it on NY and London user PCs. 
 
Please note that you may need to temporary disable HTTPS inspection on NY-
FW-1 and L-FW-1 in order to succeed. Have tried several methods to download 
the certificate from different vendors – dropbox, drive, etc but because of 
certificate error … the page simply doesn’t load and download is nearly 
impossible. 
 
Don’t forget to enable back HTTP Inspection (Step3 checkbox) after successfully 
completing the download. 
 
Installation on Windows 7 machine is actually the same, no differences in the 
windows on menus displayed, so use the same steps as outlined above !! 
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Now, let’s run some verification steps. We now expect to see that the browsers 
are using the chkp.com certificate and no errors are displayed in the browsers 
while using HTTPS. 
 
Open a browser in NY-LAN-1 or L-LAN-1 and navigate to https://facebook.com 
for example. Examine what Certificate is currently being used: 
 

 
 
This confirms that HTTPS is working and the browser is now using, without 
throwing any errors, the locally generated certificate – chkp.com. 
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29.0 Lab: Configure HTTPS Inspection Bypass Rules 
 

Lab Objectives 
§ Learn how to configure HTTPS bypass rules in order to exclude traffic 

from being inspected 
 
In some situations, you will need to exclude traffic from HTTPS inspection, for 
different reasons: private financial data (banks), healthcare specific information 
(personal health records information ), etc. 
 
In this lab we will configure a new rule in the HTTPS Inspection Policy rule base 
in order to exempt from inspection finance traffic. This means that, for 
example, the Check Point security gateway will not “look” inside packets that 
are destined to financial institutions. This way we are protecting the client’s 
privacy : authentication credentials, account information, etc. 
 
Navigate to HTTPS Inspection Policy in SmartDashboard and let’s add another 
rule to the top of our HTTPS Inspection Rule Base. 
 

 
 
When complete, your new Rule Base should look like you can see below: 
 

 
 
Don’t forget to save the changes and then close SmartDashboard. 
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You should now go to SmartConsole, publish the changes and install the 
policies, for both HQ and Branch sites. 
 
Now, how are we going to verify that indeed traffic is not inspected, but 
bypassed ?  
 
Open up a browser and let’s navigate to https://www.hsbc.co.uk and 
https://www.jpmorganchase.com some of the largest banks here in UK and 
also in the USA. 
 
Financial traffic BYPASS verification consists of two steps: first, we should see 
that the browser established HTTPS connection with these two websites using 
a Public Certificate and not using the chkp.com certificate we generated and 
second, we should see logs in Logs&Monitor with the action of Bypass. 
 
Here is the information for https://hsbc.co.uk: 
 
The certificate being used for end-to-end encryption is issued by DigiCert. 
 

 
 
Let’s take a look now also at connection to JP Morgan. 
 
Certificate used has been issued by Entrust, which is again what we expected. 
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Let’s now examine the Logs generated. Filter the logs with the following: 
 
blade:"HTTPS Inspection" action:Bypass src:NY-MGMT-PC 
 
taking into account that the source of the HTTPS sessions is in my case the NY-
MGMT-PC. If you are running the tests from NY-LAN-1 PC, please modify the 
source in the search query accordingly. 
 
blade:"HTTPS Inspection" action:Bypass src:NY-LAN-1 
 
Please note that this is not necessary, but I would say that it is recommended, 
in order to not spend time on digging for the logs you need to validate or 
investigate some specific issue. 
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Let’s open up one of the logs in order to better see what’s happening: 
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30.0 Lab: Install Active Directory on Windows Server 2012 
 

Lab Objectives 
§ Install and Configure Active Directory on Windows Server 2012 

 
We have completed up to now HTTPS Inspection configuration. We will next 
take care of Check Point Identity Awareness software blade configuration, 
which actually means Check Point integration with Microsoft Windows Server. 
 
Not only that we need and want HTTPS inspection configured, we want to have 
complete visibility into users’ activity and not only IP addresses. After Identity 
Awareness configuration is complete, we will be able to see in Logs and 
Monitor section all logs as they relate to a specific user, and not just the IP 
address is using. Working in a large organisation, with hundreds, or even 
thousands of users wouldn’t help in this case, when analysing logs. 
 
So now, we will start with Microsoft Windows Server 2012 configuration. We 
need to first add the Active Directory role on the machine. Here’s how you can 
do that. Log into the machine and open Server Manager: 
 
 

 
 
 
Now, in the top right corner, click on Manage and click on Add Roles and 
Features, as outlined below: 
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and continue with the wizard as you can see below. Click Next in order to begin 
the installation:  
 

 
 
 
In the next step, the Role-based installation is what we need, so just click on 
Next: 
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As we have only one server, we don’t need to select anything here, just click 
Next: 
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Now we need to select the server role, so click on Active Directory Domain 
Services checkbox, at the beginning of the line: 
 

 
 
and click on Add Features: 
 

 
 

In order to continue, just click on Next: 
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For the Features, we leave everything as it is and just click Next: 
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And Next again: 
 

 
 
Last step, just click on Install  
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In order to complete installation, please click on Close: 

 
 
You should now have in your Server Manager Dashboard a new role present, 
the AD DS – Active Directory Domain Services: 
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Before you can promote the server to domain controller, you must start the 
remote registry service by using the following steps. 
 
Click on start in the left-down corner and click on Administrative Tools.  

 
 
Next, open Services: 
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and search for Remote Registry. Right-click, select Start and you can close the 
Services window. 
 
Now, let’s continue with AD server configuration. In order to do this, in the top-
right corner, click on the Notifications yellow flag and continue by clicking on 
Promote this server to a domain controller. 
 
Now, we can start the Deployment Configuration. 
 
Since this is our first server that we are deploying, we need to add a domain, 
and our domain is “chkp.local”. Select Add a new forest,complete chkp.local in 
the Root domain name and click Next: 
 

 
 
Enter password for DSRM. I will use Admin123, don’t forget to confirm 
password as well. 
 
Leave the other options as they are, no modifications needed. 
 
Click Next. 
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Click Next again, never mind for now the DNS error. 
 
Another two Next clicks, as you can see below: 
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After Prerequisites Check is complete, please click Install in order to begin 
installation: 
 

 
 
When the installation is complete, the NY-AD server will reboot. 
 
Now, when you will login again, you will see the change, presenting the domain 
(CHKP), before the Administrator login: 
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Next, we need to verify that the AD server also acts as the DNS server for 
chkp.local domain. Let’s see how we can do this. 
 
While in your Server Manager Dashboard, click on DNS in order to select it, 
then right-click on the server and select DNS Manager: 
 

 
 
While we did the configuration for AD, DNS server also completed, remember 
there was a step where we ignored DNS warning. 
 
We can see that we have a Forward Lookup Zone – chkp.local and on the right-
side menu we can see that there is a static mapping between chkp.local and 
the IP address of the DNS Server – 172.16.10.100. 
 

 
 
Good! The next thing that we need to do is create a user on the AD server and 
then enrol the NY-LAN-1 PC into the newly created domain. Before that, let’s 
test our new DNS server and make sure things work as expected. 
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While in NY-LAN-1 PC, open Command Prompt (Start -> Command Prompt). 
 
Our current IPv4 settings on the NY-LAN-PC are the following, with Google DNS 
server set 8.8.8.8 (left snapshot). We will change the DNS server on the 
machine to point to our DNS (and AD) server, with first option to local server 
and for anything that can not be resolved locally, to ask Google DNS – 8.8.8.8. 
 

 
 
When done, just click OK in order to confirm the configuration change. 
 
Now let’s see how we test the DNS server configuration. As a next step, we will 
enrol the PC in the domain and for this to happen, the DNS server needs to be 
able to respond to DNS queries about who is chkp.local, what is the 
corresponding IP address. Indeed, the answer is itself, so let’s test this. 
 
While in Command Prompt, type the nslookup command. The default server in 
my case is presented along with the IP address – 172.16.10.100. If you don’t 
see anything here, then it means that you don’t have Reverse Lookup Zone 
configured. No worries, it’s not needed at this moment and is out of the scope 
of this course. 
 
Next, you type chkp.local command, basically asking the DNS server, what is 
the corresponding IP address to this domain address. The response is self-
explanatory, the server itself is the one responding to DNS queries sent to this 
domain name and you are also presented the IP address.  
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Great, so the DNS server is working as expected. Last thing to do is to create a 
user in the chkp.local domain, user that will be used by the NY-LAN-PC. So, let’s 
do this next. 
 
In the Server Dashboard, in the top-right corner click on Tools and then click on 
Active Directory Users and Computers.  
 

 
 

Extend the domain chkp.local , right-click on Users, then go to New and then to 
User. 
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Enter first name as John and also enter logon name as john, as highlighted 
below. When done, click Next in order to continue (left screenshot): 
 

 
 

Now, define a password for the user, I will be using Admin123 and confirm the 
password Admin123. Also, make sure that the password never expires, and 
that user will not have to change password when first logging in (right 
screenshot, above). 
 
 
When done, just Finish in order to complete the user setup. 
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Now, let’s switch to NY-LAN-PC and enrol the PC in the new domain chkp.local. 
 
Open windows explorer (windows key + E) and right click on your computer, 
select Properties. 
 

 
 
Finally, click on Advanced system settings. 
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At the top, navigate to Computer Name and click on Change. 
 

 
 
Click on Domain and enter the domain name chkp.local. 
 
Now you need to enter the credentials of the user, that we have just created a 
moment ago. Username john and password Admin123. 
 

 
 

Click OK and you should receive a Welcome message: 
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You will be asked to restart the NY-LAN-PC  and now you will login with the 
user credentials for the Domain (john / Admin123). 
 
Most probably you will need to select Switch User (after ctrl+alt+delete) and 
enter the above credentials. 
 
If we now navigate again to System Properties -> Computer Name, we will see 
that the NY-LAN-PC is part of the domain now. 
 

 
 
 

So now, last step is to configure the integration between Check Point and 
Microsoft Active Directory. 
 
We would need to enable Identity Awareness software blade on NY-FW-1, so 
for this I will go to Gateway and Servers and open the NY-FW-1 object. 
 
 
In order to start the wizard, just click Identity Awareness software blade. 
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Enable the first two options and click Next: 
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Now, fill in the Domain Name – chkp.local, username – Administrator and 
Password – Admin123  and last the IP address of the AD server – 
172.16.10.100. 
 
Please note that we are using the Administrator credentials of the AD server. 
 
When done, click Connect in order to test connectivity to AD server, after that 
click Next in order to continue: 
 

 
 
Replace the IP in the link below in order to match the IP address of the NY-FW-
1 on the internal LAN subnet – 172.16.10.1 
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Click Next and then Finish: 
 

 
 
Great, now Identity Awareness is active !  
 
So, why all this? If we now generate some events or traffic on the NY-LAN-PC 
and then inspect them in Logs and Monitor in Check Point SmartConsole, we 
should be able to see the username in the logs, and not just the IP address. 
Let’s test this right away.  
 
Now, let’s Publish changes and install HQ_Corporate_Policy on NY-FW-1. 
 
I will open a page to facebook.com  and one to youtube.com and then check 
the logs in SmartConsole. 
(please note that you may need to redeploy the certificate again on the PC as 
you may receive errors when trying to navigate to different websites). 
 
In the search bar, I will filter logs based on Username, entering the following:  
User:John. You will see that after you enter User: the username John will 
appear in order to autocomplete. 
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Let’s open one of the logs: 
 

 
 
And here it is … Source User Name – John. 
 
This confirms that indeed Identity Awareness integration with Microsoft Active 
Directory was successful and running with no problem! 
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31.0 Lab: App Control and URL Filtering Activation and Update on 

NY-SMS-1 
 

Lab Objectives 
§ Activate Application Control and URL Filtering Software Blades on  
NY-FW-1 
§ Verify and update if necessary APPCTL & URLF Software Blades 

 
We now have both HTTPS Inspection and Identity Awareness configured and 
activated, which brings great benefits. We have complete visibility over what 
websites are accessed by the what users and all the applications they are using. 
 
We can now deploy Application Control and URL Filtering software blades and 
use this information in order to create a secure access control policy for the 
organization. We will be activating later on Content Awareness software blade 
in order to control how date is being used in the organization, in what direction 
– download or upload. Also, we will be activating the Compliance software 
blade, which will come really handy and help us to analyse our configuration 
and compare it to current security best practices. 
 
Let’s enable in Access Control Policy Layer also the Application Control and URL 
Filtering blade. If you just enable the software blade at the gateway level, but 
you don’t enable it at the layer level, then the capabilities of the specific blade 
will not be used. 
 
Select Security Policies, right-click on Access Control policy and select Edit. 
 

 
Let’s edit the Access Control Layer: 
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and also enable Applications & URL Filtering: 
 

 
 
Click on Advanced and verify the Implicit Cleanup action. If it wasn’t already, 
let’s select here Drop.  
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Check Point recommends that we have an explicit Drop in our rule base and we 
do, it’s the Cleanup Rule, the last rule in our current rule base. 
 

 
 
Before moving on, let’s make sure the Applications and URL Filtering database 
is up-to-date. These databases update automatically by default, without 
further configuration, but let’s make sure everything looks fine. 
 
In the Security Policies menu, at the bottom on the left-hand side, under 
Access Tools, click on Updates: 
 

 
 
Application Control & URL Filtering databases look good, they are up-to date. 
Alternatively, you can trigger the databases’ update by selecting Management 
Update, as you can see below: 
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32.0 Lab: Block High Risk and Inappropriate Content Categories 
 

Lab Objectives 
§ Implement best practices and block high risk and inappropriate content 

categories 
 
When designing the Access Control policy, there is one question that could 
come up. What are the best practices or what should I block and or permit as in 
regards to Applications? 
 
I recommend following Check Point best practices and these are highlighted in 
a SecureKnowledge document – SK112249. These SK is available at the 
following URL: 
 
https://supportcenter.checkpoint.com/supportcenter/portal?eventSubmit_do
Goviewsolutiondetails=&solutionid=sk112249 
 
As explained in the SK, there are two ways to enforce application control 
policy: 

- Blacklist - Block any undesired traffic and allow everything else 
- Whitelist - Allow any application or network protocol that you want 

accessible 
 
Following on, we will implement the first option and block all undesired 
content categories within our policy. 
 
First, let’s create a group object and include our New York three subnets – NY-
LAN-NET, NY-MGMT-NET and NY-DMZ-NET. It is easier for the Administrator to 
use single objects instead of using multiple object, when defining policies. 
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At the top-right corner, with the object pane expanded, select New and then 
Network Group, as you can see above. 
 
Define a name for your new network group – NY-SITE-SUBNETS, and click the + 
in order to select the New York subnets that you want to include.  
 

 
 
When done, click OK in order to close the window. Now we will replace the 
source objects with this single object. Here is how the rule base looks now: 
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Below the simplified version: 
 

 
 
Now, let’s add a rule above rule 3 in order to implement Check Point Best 
Practices. Right-click on 3 and select New Rule – Above: 
 

 
 
The new rule should look like the following: 

 

 
 
Please note that in the Action column, I have selected the Drop action and also 
Blocked Message – Access Control. Applying this action means that the 
content will be blocked and the user will be displayed a message in the 
browser, that announces the block action. Right-click on Drop and click the 
arrow to the right in order to extend and select the advanced option. 
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Last step, let’s just Publish changes and Install Policy. 
 

 
 

If you now try to access a website like www.expressvpn.com, from NY-LAN-PC, 
the connection will be blocked and the following message will be displayed: 
 

 
 
This is called a UserCheck page and the message can be customized as needed 
in order to match preferences or organization rules. 
 
Let’s take a look in Logs&Monitor and identify the log associated with this 
action. I will filter the logs with Last Hour  and action:Block: 
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All information is available as you can see: 
 

 
 
Application/Site – expressvpn.com 
Primary Category – Anonymizer 
Source – NY-LAN-1 and also the User – john 
UserCheck information 
Web Traffic Resource – https://www.expressvpn.com 
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33.0 Lab: Limit or Block Media Streaming (Youtube) Bandwidth 
Usage 
 

Lab Objectives 
§ Limit or Block Media Streaming (Youtube) Bandwidth Usage 
 
First, let’s try to access youtube.com and we see that this action is allowed. 
We can also see that HTTPS inspection works fine and our certificate looks fine. 
 

 
 
Let’s go back to Security Policies and add another rule, below the previously 
added rule3, so this will be rule 4. Right click on 3 and select Add Rule – Below: 
 

 
 
In order to enforce the change, Publish and Install Policy.  
 
Now, access to https://www.youtube.com should be blocked, but let’s verify. 
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And we can see that indeed access to youtube.com has been blocked. 
 

 
 
In order to limit access to youtube.com and not block it, we need to activate 
the Content Awareness software blade. Content Awareness blade provides the 
ability to implement complex policies including conditions at the content level 
– which way should I permit or restrict traffic (download or upload), how much 
bandwidth should I permit? etc … Let’s include now Content Awareness blade 
in the Policy Layer. Edit Access Control Policy: 
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Now, Publish and Install the HQ_Corporate_Policy. 
 
Right-click on Drop in rule 4 and select More. 

 
 
Select Action – Accept and Limit – Download_10Mbps: 
 

 
 
Click on and again Publish and Install the HQ_Corporate_Policy in order to 
enforce the policy. 
 
 
 
 



 

                                                              
  

239 

Check Point R80.10 Training Bootcamp 

34.0 Lab: Block or Inform Users - Social Network Sites (FaceBook) 
 

Lab Objectives 
§ Block or Inform Users - Social Network Sites (Facebook) 
 
We will add a new rule, below rule 4, so this will be rule 5: 
 

- Name: Social Network Sites 
- Source: NY-SITE-SUBNETS 
- Destination: Any 
- Services & Applications: Facebook 
- Action: Inform, Access Notification 

 

 
 
Right-click on Inform Action and select More.  
 

 
 
Let’s take a look at the options here: 
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We can modify the UserCheck message by clicking on the pencil on the right, 
and define our own message that we want to be displayed to the end user. 
Here is how the default message looks like: 
 

 
 
We also have different options available in order to select how often the 
UserCheck message is shown to the user and if we want this message to be 
displayed per application, per category, etc. 
 
Also, don’t forget to include the Logging option, so that we have visibility over 
the traffic when checking in Logs&Monitor. 
 
Publish and Install the policy now, next we will test this functionality. 
 
Now, when you try to navigate to https://www.facebook.com, you will first be 
displayed an Access Notification message: 
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Click on OK and you will be provided access to social networking website – 
facebook. 
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Please note that if you open a new tab and browse again to facebook.com, this 
time you will not be displayed any message. This is fine and it is based on the 
configuration we have implemented.  
 
We have selected the UserCheck frequency – Once per day. 
 
 

 
 
 
Let’s now search for the associated log in Logs&Monitor. The filtering condition 
will be in this case action:”Inform User”. 
 
 

 
 
We will open the top log and take a look. Check Point Software Technologies is 
the cybersecurity leader in terms security technologies and management 
capabilities. 
 
All information is available in one page, please take a look below: 
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35.0 Lab: Block Inappropriate Content (Gambling, Alcohol, etc) 
 

Lab Objectives 
§ Block Inappropriate Content (Gambling, Alcohol, etc) 
 
Next, let’s define another rule, below rule 5 (so this will be rule 6), in order to 
block inappropriate content like gambling, alcohol, pornography. 
 
Details of the new rule as follows: 
 

- Name: Block Inappropriate Content 
- Source: NY-SITE-SUBNETS 
- Destination: Any 
- Services & Applications: Categories – Gambling, Alcohol&Tobacco, 

Pornography 
- Action: Drop – Blocked Message 
- Track: Log 

 
Right-click on number 5 in the first column and add this rule. Rule 6 should look 
as below: 

 
 
Pretty easy, right? Let’s test this new rule, so first we need to Publish and 
Install the changes on NY-FW-1. We will try to access a website, that fits into 
Alcohol & Tobacco category and the request should be blocked, displaying a 
Blocked Message.  
 
As expected, the page was blocked: 
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Let’s consult Logs & Monitor section, in order to identify the respective log. I 
have filtered the logs with action:Block, minimizing the output by selecting Last 
Hour logs: 
 

 
 
If you open the second log, you will see that all necessary information is 
available for analysis: 
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36.0 Lab: Create Custom Application Object and Allow Access 
 

Lab Objectives 
§ Define a custom application 
§ Define a new rule and allow access to the custom application (Remember 

Rule order is important!) 
 
Let’s suppose that you need to provide access to an application or website that 
falls into the Alcohol and Tobacco category. How would you do that? Rule 6 is 
blocking access to these categories. 
 
Remember that rule order is important and the traffic is analysed against the 
Rule base in a top-down fashion. This means that if you place a rule above rule 
6, for example as rule 5, and permit traffic to this new website, then it will be 
allowed. The only thing is that rule 5 must be more specific than rule 6, in order 
to not override it. 
 
As an example, let’s suppose that you want to Allow access to 
https://marlboro.com . This is a website that falls under Alcohol & Tobacco 
category, so we would need to create a new rule and place it before rule 6. We 
will create a custom application object now and include this  
URL – https://marlboro.com 
 
Right-click on 6 and select New Rule – Above. Define the new rule as follows: 
 

- Name: Allow Access to Marlboro.com 
- Source: NY-SITE-SUBNETS 
- Destination: Any 
- Services & Applications: Marlboro 
- Action: Ask – Company Policy, Once per day, Per Application 
- Track: Log 

 
The new rule should look as the following: 

 
 

 
 
In the Services & Applications tab we would need to create the custom 
application – Marlboro. Here is how we can do this. 
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Click the + sign and a new window appears: 

 
 
In this new window, click in the top-right corner on the asterisk button and 
select Custom Application/Site and then Application/Site: 
 

 
Enter Marlboro for the application name and click the + sign in order to add 
the URL to www.marlboro.com website: 
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The new rule, rule 6, should now look as follows: 
 

 
 
Let’s test access to https://marlboro.com before and after installing the policy. 
Now access is being blocked: 

 
 
and we can see from the associated log that this traffic matched under current 
rule 6 – before new policy installation: 

 



 

                                                              
  

249 

Check Point R80.10 Training Bootcamp 

Now, let’s publish changes and install the policy and observe the changes. 
 
I will refresh the browser and hopefully the page will load now. 
 
Now when you try to access Marlboro.com you will be presented a message, 
similar to the following: 
 

 
 
Just tick the box, click OK and access should be allowed access now. 
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37.0 Lab: Content Awareness - Block Download of Specific Files 
 

Lab Objectives 
§ Prevent malicious content entering the organization 
§ Block download of *.exe files 
 
Let’s make sure that we block download of executable files into our 
organization. We will now define a rule, considering the following: 
 

- Name: Block Download of EXE Files 
- Source: NY-SITE-SUBNETS 
- Destination: Any 
- Content: Download Traffic – Executable Files 
- Action: Drop – Blocked Message 
- Track: Log 

 
Let’s add this rule after rule 7, making this rule 8. When done, it should look 
like the following: 
 

 
 
Select Executable File in the Content column and modify the direction to 
Download. Right-click on Any Direction and select Down. 
 

 
 
In order to enforce the changes, Publish and Install the policy. Policy 
installation fails and we get this error message: 
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Let’s enable Content Awareness at the gateway level. Open NY-FW-1 and 
select this blade in order to activate it. 
 

 
 
Now, when we publish and install the policy, it succeeds, so when proceed with 
testing. Let’s test the new rule.  
 
We will try to download Putty, a popular ssh client for windows. Just navigate 
to this link: 
 
https://www.chiark.greenend.org.uk/~sgtatham/putty/latest.html 
 
scroll down and try to download putty.exe: 
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The download will be blocked: 
 

 
 
Here is another method to analyse logs, but probably a more efficient one. 
While in the Security Policies, just click on the new rule added, rule 8, and 
select at the bottom the Logs menu. You will see here just logs that matched 
this rule: 
 

 
 
Let’s open one of the logs and take a closer look: 
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This log answers to the following questions: 

- Which Check Point blade generated this log? 
- What is the Data Type?  
- What was the Action? 
- Which Rule was the traffic matched on? 
- What is the Rule number? 
- What UserCheck message was displayed? 

 
Great logging and reporting from Check Point. 
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38.0 Lab: Data Loss Prevention - Block Upload of PCI Credit Card 
Numbers 
 

Lab Objectives 
§ Prevent uploading of personal information over HTTP – DLP 
 
Details for the new rule, rule9, as follows: 
 

- Name: Block Upload of Personal Information over HTTP 
- Source: NY-SITE-SUBNETS 
- Destination: Any 
- Content: Upload Traffic – PCI – Credit Card Numbers 
- Services & Applications: HTTP 
- Action: Drop – Blocked Message 
- Track: Extended Log 

 
Rule 9 should like as you can see below: 
 

 
 
In order to test the new rule, please navigate to https://dlptest.com 
 

 
 
and select HTTP Post from the top menu. 
 
We will simulate that we enter a Credit Card Number in the Text Message box 
and then click Submit. 
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The upload is blocked and the Blocked Message is displayed: 
 

 
 
Here are the corresponding logs: 
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And one of the logs: 
 

 
 
If you try the upload over HTTPS, then it will work: 
 

 
 
HTTP is not secure, so that’s the reason we are blocking this type of uploading. 
HTTPS (HTTP SECURE) is a reliable option in case uploading PCI – Credit Card 
Numbers is needed, so it needs to work. 
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39.0 Lab: Activate Compliance Blade and Compare Policy to 
Industry Best Practices 
 

Lab Objectives 
§ Activate Compliance Software Blade on Management Server 
§ Compare current policy to Industry Security Best Practices 
 
Check Point Compliance Software Blade helps you optimize your security 
settings and comply with regulatory requirements. This software blade is 
activated at the management server level, so this is what we will do next. 
 
While in Gateways & Servers, open NY-SMS-1 object and select Compliance 
blade. 
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Click OK in order to confirm the changes. Publish the changes and Install the 
policy. 
 
Now let’s take a look at what information is available after activating the 
Compliance blade. Go to Logs & Monitor, click the + sign in order to open a 
new tab: 
 

 
 
Now, please click on Open Compliance View. 
 

 
 
We can now see how is our security implemented as opposed to industry best 
practices.  
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There are 127 best practices being monitored and we have 2 security gateways, 
with 6 blades activated. We can click on Poor and understand more what could 
be fixed in order to increase our security level. 
 
As an example, let’s take the first one in the list: 

 
 
At the bottom, detailed explanation is provided, but also a solution to fix the 
problem.  
 

1. What are the Best Practices? 
 

 
2. Where should I install the new policy containing the NEW recommended 

rule? 
 

 
 

3. What are the relevant regulatory requirements that need this change to 
be implemented?  
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Let’s create another rule, rule 10 (after rule 9 that we have just defined), in 
order to implement this best practice. The rule details are provided in the 
Action Items above, under Question 1. 
 
The details for Rule 10: 
 

- Source: Any 
- Destination: Any 
- Application/Site: File storage and sharing 
- Action: Block 
- Track: Log 

 
Here is how the new rule should look like: 

 
 
Publish and Install the HQ_Corporate_Policy. 
 
Let’s take a look again at the Compliance View. On the left-side you can see the 
view before implementing the change, on the right-side the new view. We can 
see that we improved the security level from 23% Poor to 22% Poor, so we 
lowered the problem surface. 
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Also, if you need to comply to a standard, let’s take PCI DSS as an example, a 
detailed report is available: 

 
Click on PCI DSS and you will get a view on necessary changes so that you 
increase the compliance level from 92% current to 100%. 
 

 
 
The view starts from least compliant, going down to compliant measures, 
shown in Green – Compliant. 
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40.0 Lab: Configure Web Traffic Inline Layer for Applications & URL 
Filtering Rules 
 

Lab Objectives 
§ Create an inline layer for Applications rules 
 
At this moment, we have a fully functional Access Control policy that reduces 
the risk for your organization and all employees. The Access Control policy is 
now able to control and educate the internal users on safe using the internet, 
through Actions such as Ask, Inform, as you have seen in previous labs and 
Module 12 - Configuring Advanced Access Control Policies. 
 
Also, we covered some of the best practices and there is more to be covered in 
this direction, following the next labs and lectures in Module 13 - Optimizing 
R80 Rule Base - Inline and Ordered Layers. 
 
In addition to having a policy that matches our organization needs, there are 
some hidden goals as well, such as: 

- Possibility to apply same policy to other gateways (this will be as a 
shared layer) 

- Increase performance 
 
As explained in the first two lectures of Module 13, there are some best 
practices to follow when designing the Access Control rule base. Efficient rule 
matching is very important, and this helps improving the overall performance. 
 
Continuing on, here are the most important facts that you may want to take 
into consideration in order to implement a good efficient rule matching: 

1. You should place the rules that check the source, destination and port 
numbers (so this are network rules, with Firewall Blade active) at the top 
of the rule base. The reason is that the network rules are checked first, 
before any other advanced software blades. 

2. Rules that contain applications and content should be placed after 
network rules (this refers to Applications & URL Filtering and Content 
Awareness software blades) 

3. Rules that contain applications or content should not contain “Any” in 
the source or the destination fields 

 
What’s the reason behind the above 2 and 3 best practices?  
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Here is the “trick”. Application Control and Content Awareness rules require 
content inspection, which means that they can affect overall performance. This 
is a solid argument of why rule base optimization should be implemented or 
design the Rule Base following the best practices from the beginning. 
 
One way to improve the performance is to add layers to our existing policy – 
inline and or ordered layers. The main idea is that the first connection will 
traverse the rule base from the top to the bottom of the rule base until a 
match is found. Also, rules with a high hit count should be placed at the top of 
our rule base in order to optimize the policy. In order for the hit count to be 
available, this can be enabled by right-clicking on the first row in the policy and 
selecting Hits, as you can see below: 
 

 
 

So, we will now continue and optimize our policy targeting the Application 
Control rules. We could either create an ordered layer and insert our 
application rules there, or we could create an inline layer. For this lab, we will 
choose the second option. 
 
Before implementing any changes, let’s clean our existing policy and delete the 
last rule we added previously – Best Practices – APP102. 

 
 
In order to do this, right-click on 10 in the first column and select Delete: 
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Currently, here is how our policy looks like: 
 

 
 
In this lab, we will create an inline layer for rules 3 to 7. First, let’s add a new 
rule. Right-click on 3 and select New Rule – Above. Give it a name – Web 
Traffic, drag-and-drop the source from another rule – NY-SITE-SUBNETS and 
select ExternalZone for destination field. Add ExternalZone in the destination 
column to all rules. 
 
In the 3rd rule (the new rule), right-click on the Block in the action column, 
select Inline Layer and New Layer: 
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Give this layer a name – Web Layer, enable only Applications & URL Filtering 
and enable Sharing option at the bottom.  
 
 
 

 
 

When configuration is complete, select Advanced and change Implicit Cleanup 
Action to Accept. 
 

 
 

When complete, click OK in order to continue. This will create our new inline 
layer – Web Layer. 
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The explicit Cleanup rule 3.1 has the action to Drop, please change this to 
Allow before moving on and change Track to Log the event. 
 

 
 
 
Select rules 4 to 8. Click on 4 and hold down Shift and then click on 8. Then 
right-click and select Cut. 
 

 
 
Next, right-click on 3 and select Paste – Above: 
 

 
 
We will make our rules more general, so we will now remove the NY-SITE-
SUBNETS from the source column of rules 3.1-3.5. 
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This is how the policy looks right now. 
 

 
 
Now, let’s publish the changes and install the policy. 
 
Policy installation fails and here is the error displayed: 
 

 
 
Rule 3 – the inline layer, has configured for Services & Applications column the 
Any option. The same for rule 4 – Any. Rule 5 has http selected in this column. 
 
The main idea is that rule 3 overrides both rules, 4 and 5, so traffic will never 
match rules 4 or 5. This issue will be addressed in the next lab. 
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41.0 Lab: Configure Data Inline Layer for Content Awareness Rules 
 

Lab Objectives 
§ Create an Inline Layer for Content rules 
 
Examining rules 3 to 5,  

 

 
we see that for in Services & Applications column, we have a problem. The Any 
option in rule 3 overrides rule 4 and 5, so now we need to change somehow 
the setup. 
 
Remember that we should have the most specific rules at the top and the rest, 
more general, to follow these ones. We will take rules 4 and 5 and move them 
in an Inline Layer above rule 3 and in order to not have the same behaviour and 
policy install failure, we will insert in the Services column some specific 
services. 
 
Rules 4 and 5 are Content Awareness related. What are the services 
encompassed in this blade? Let’s find out. 
 
In SmartConsole, please navigate to Manage&Settings, Blades and select 
Content Awareness Advanced Settings. 
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In the Supported Services we see what services are matched by Content 
Awareness: http, https, ftp, http proxy, https proxy and smtp. 
 
We will now add a rule above, above rule 3, in order to fix the problem and 
hopefully for the Access Control policy to install successfully. 
 
Right-click on 3 and select New Rule – Above: 
 

: 
 
For this new rule, let’s define the name – Data Content Awareness, source – 
NY-SITE-SUBNETS, destination – ExternalZone, services&applications – ftp, 
http, https, http_proxy, https_proxy, smtp, action – Inline Layer -> New Layer. 
 

 
 
 
Let’s complete the following: 
 

- Name: Data Layer 
- Blades: Content Awareness 
- Sharing (Multiple policies and rules can use this layer) – Enabled 

 
Also, let’s modify the Implicit Cleanup Action to Accept,  in the Advanced 
section. 
 
Please take a look at the screenshots below: 
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In order to continue, please click OK now. 
 
Please make sure that the Action for the new Cleanup Rule – 3.1 is set to 
Accept. 
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We will next take rules 4 and 5 and insert them under the new Data Content 
Awareness inline layer. We can cut and paste like we did before, or we can 
simply drag-and-drop these two rules between 3 and 3.1. 
 
Your new policy should look like this now: 
 

 
 
Let’s now publish and install the policy. 
 
Policy installation succeeds this time, no errors encountered: 
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42.0 Lab: Configure Content Awareness Ordered Layer 

 
Lab Objectives 
§ Create a new Ordered Layer for Content Awareness related rules 
 
Now we have a fully functional Access Control security policy, but we still have 
some problems to fix. Remember the best practices! 
 
Application Control & Content Awareness rules require content inspection and 
should be placed lower in the rule base in order to optimize the performance 
of the policy.  
 
Let’s now use Ordered Layers and improve our policy. We will next delete rule 
3 – Data Content Awareness inline layer. 
 

 
 
Click Yes in order to confirm the change: 
 

 
 

Let’s now edit our current policy. You will now see the real value of creating 
layers and enabling them for reuse, by clicking the Sharing option. 
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Let’s add another layer – Ordered and select Data Layer from the list below. 
This is the layer we have previously created, good thing that we enabled the 
Sharing option: 
 

 
 
We now have two ordered layers, Network and Data Layer, as you can see 
below: 
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We can now see the change in the Access Control policy, two ordered layers. If 
you now click on the Data Layer layer, you will see rules we have defined in a 
previous lab: 
 

 
 
 
Finally, let’s publish the changes and install HQ_Corporate_Policy policy. 
Installation has succeeded and we are now ready to continue with the next lab. 
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43.0 Lab: Final Policy Verification and Testing 
 

Lab Objectives 
§ Run tests and verify the new policy 
§ Connect to alcohol and websites. Check policy and logs 
§ Attempt to download *.EXE files. Check policy and logs 
 
Ok, so now let’s test our new policy and examine the corresponding logs. First, 
we will try to connect to a website that falls under alcohol category. 
 
We will try to browse to www.budlight.com and we see that our page is 
blocked, as expected: 
 

 
 

Let’s analyse the corresponding logs. I will select the Network layer and from 
the rules, I will select rule 3.5 which is blocking traffic to www.budlight.com. 
 
We can see that we currently have two logs tied to this rule – rule 3.5. 
 
Please take a look below: 
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Let’s open the first log: 
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Log was generated by NY-FW-1, blade used – URL Filtering. For the application, 
information is self-explanatory: budlight.com was the website accessed and it 
falls under Alcohol & Tobacco category. 
 
For the policy now, we see that the action was Block and we also see the rule 
match – Block Inappropriate Content and the exact rule is 3.5. 
 
UserCheck information is also available. We are able to confirm the 
configuration and that the blocked message is displayed and also we can see 
what is the blocked message. 
 
Web Traffic highlights relevant information related to the exact resource being 
accessed. The resource is https://www.budlight.com, this was a GET resource, 
coming from a Windows 7 machine. 
 
Also, let’s take a look at the Matched Rules tab: 
 

 
 
So, the traffic was first matched against the Parent Rule, part of the Network 
Layer and then it was matched against Rule 3.5, part of the Web Layer. 
 
Second verification follows. Let’s try to download putty.EXE again and page is 
blocked, as expected. 
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Now, let’s analyse the logs. I could search for the logs in the traditional way and 
filter the logs with blade:Content Awareness or, because I know which rules 
was actually hit, I will select the Ordered Data Layer, under the Network layer 
and select first rule – Block Download of EXE Files. 
 

 
 
I can see that there are two logs (I filtered the output for the Last Hour). I will 
open the second log, the one that has in the second column the Content 
Awareness blade and select the second tab – Matched Rules. 
 
We can see here the exact matching rule flow: 
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First, the connection was matched against the Network Layer, specifically 
against the parent rule of the web inline layer. Since it matched the parent rule, 
the traffic was matched next against the sub-rules. Because none of the rules 
3.1 up to 3.5 were a match, traffic was matched against the Cleanup Rule, 3.6, 
which has the Action to Allow. 
 
Last, following ordered layers’ rules, the traffic was matched against the next 
ordered layer – Data Layer. The traffic was matched against the first rule, 
blocking download access of putty.EXE file. 
 
In order to validate this, we can click on the 3rd tab, Files and see the exact file 
name that was blocked: 
 

 
 
… and here is the confirmation, File Name – putty.exe. 
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44.0 Lab: Configure IPS Protection Profile 
 

Lab Objectives 
§ Activate Check Point IPS software blade 
§ Configure IPS Protection Profile 
 
First thing that we need to do now is to activate the IPS software blade. As we 
are working on New York site, we will have to open NY-FW-1 object and enable 
the IPS blade: 
 

 
 
Once you tick the IPS blade, immediately the IPS activation setup begins.  
 



 

                                                              
  

281 

Check Point R80.10 Training Bootcamp 

Now, there are two options displayed. The default option, According to the 
Threat Prevention policy represents IPS, which stands for Intrusion Prevention 
System, so this is prevention and not detection. 
 

 
 
If you select the second option – Detect only, you would then configure your 
appliance to act as an IDS – Intrusion Detection System, which means that it 
will only detect malicious activities, but will not stop them. 
 
Just leave the default option selected, uncheck the sharing information option 
at the bottom and click OK in order to continue. We are now back in the main 
page of NY-FW-1. Click on IPS on the left-hand side menu and make sure that 
IPS functionality is there, and not Detection. 
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One interesting option is the Bypass IPS inspection when the gateway is under 
heavy load. By the default is unchecked and it is the recommended option. 
Why is that? 
 
If you check this option, it means that if the gateway is experience high load, it 
will just skip IPS verification and this drastically affects the overall security 
standards in any organization. I would rather prefer to wait a little bit so that 
the Security Gateway processes the traffic and after that forwards the clean 
traffic to the intended destination. 
 
In order to continue, just click OK.  
 
We can immediately see the change, IPS is displayed now as the first Threat 
Prevention active blade. 
 

 
 
Before we continue with IPS and actually almost any Threat Prevention 
software blade, we should first update the database in order to benefit of the 
latest protections. In case of IPS, go to Security Policies on the left and click on 
Policy under Threat Prevention: 
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Next, click on Updates at the bottom left-side of SmartConsole. 
 

 
 

If any update is available for IPS Database and must probably there is, your 
screen should look similar to the following: 
 

 
 
A new task is immediately started and you can monitor the progress by clicking 
on the bottom-left menu, just like for a policy install: 
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The update will take some time, depending on the underlying hardware and 
how much resources you have allocated to the Security Management Server. 
When complete, you should see that IPS is up-to-date, in the Security Policy -> 
Threat Prevention Policy -> Updates. 
 

 
 
Now, we will create a new IPS profile. In order to do this, click on Profiles, just 
above the Updates menu, 
 

 
 
and you will be displayed the three default IPS profiles – Basic, Optimized and 
Strict. 
 
Select the Basic profile, right-click on it and select Clone option. 
 

 
 



 

                                                              
  

285 

Check Point R80.10 Training Bootcamp 

Just in case we want to revert the changes and come back to the original profile 
– Basic, we wouldn’t be able to do that if we implement any changes on it. So 
we will clone it, so create a new one and configure what we need on this new 
IPS profile. 
 
I will name the profile as IPS Test Profile and click OK in order to continue. 
 

 
 
Now, I will right-click on the new IPS profile – IPS Test Profile and select Edit. 
 
For now, I will configure Detect in the Activation Mode. This means that no 
matter how confident the security gateway is on a specific attack that it sees, it 
will not block the traffic, it will detect it and log it, but nothing more. 
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Click OK in order to continue. We now have 4 IPS profiles available: 
 

 
 
And we would like to apply our IPS Test Profile to the Threat Prevention policy. 
 
Click on Policy under Threat Prevention: 
 

 
 
Right-click on the Action column and select our profile – IPS Test Profile: 
 
 

 
 
Now, let’s publish and install the Threat Prevention policy, along with the 
Access Control policy. Theoretically speaking, we could unselect Access Control 
policy when initiating the policy install, as no modifications were made here. 
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This can help with resources optimization while pushing large policies to a lot 
of Check Point devices. 
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45.0 Lab: IPS Setup - Verification and Testing 
 

Lab Objectives 
§ Run verification and testing for IPS Blade 
 
Before we continue, let’s create a new Host Object in SmartConsole in order to 
define the Attacker Kali Linux machine. 
 
At the top-right corner, expand the Objects panel and click on New and Host: 
 

 
 
Let’s name this object – Attacker Kali Linux and insert the IPv4 address as 
203.0.1.100. 
 

 
 
Now, let’s publish and install the HQ_Corporate_Policy. 
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If you take a look on the diagram – Course Lab Diagram v2.0, you will notice 
that NY-AD server also has NAT IP address information attached. 
 

 
 

We will send attack toward this IP address. Remember that some labs ago we 
have configured static NAT on NY-FW-1 and exposed to internet multiple 
objects: NY-SMS-1, NY-AD and NY-DMZ. All of these objects have NAT IP 
Address information displayed on the diagram, just for ease of use. 
 
On the Kali Linux Machine, let’s now initiate a ping session towards the AD 
server – 200.0.1.200 IP address. 
 

 
 
If we take a look at the logs, filter using the 200.0.1.200 IP address: 
 

 

 



 

                                                              
  

290 

Check Point R80.10 Training Bootcamp 

we see that currently the connections are being blocked by the Cleanup Rule, 
which is now Rule 8 in the Access Control Policy, after optimizing our policy 
with inline and ordered layers. 
 
In order to test IPS functionality, we will now add a new rule in the Access 
Control rule base in order to permit ICMP traffic from Attacker Kali Linux to 
NY-AD server. We don’t want our traffic to be blocked by the Firewall blade, 
we want to see IPS in action. 
 
So, I will add a rule above rule 3 – Web Traffic, with the following details: 
 
Name – Pentesting 
Source – Attacker Kali Linux 
Destination – NY-AD-SERVER 
Services & Applications – Any 
Action – Accept 
Tracking – Log 
 
The new rule should like the one below: 
 

 
 
Now, publish the changes and install HQ policy. 
 
After the policy is successfully installed, we should we able to see that ICMP is 
working now from Attacker Kali Linux to NY-AD-Server: 
 

 
 
and that we see Accept logs on the management server: 
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As you can see in the last column above, traffic is being permitted due to our 
new rule – Pentesting. 
 
Now we will launch an attack from Attacker Linux Machine and if everything is 
working as expected, we should be able to see some IPS logs, with the action of 
Detect. 
 
On the Kali Linux machine, we will launch an attack, trying to exploit a well-
known vulnerability MS12-020. We will use a built-in attack tool, Armitage. 
 
Click on Applications in the top-left corner, next 08-Exploitation Tools and last 
armitage. 
 
 

 
 
Now, we will leave all the options as they are (default state) and just click on 
Connect. 
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In the next screen confirm that you want the Metasploit server to start by 
clicking Yes: 
 

 
 

 
If you search for this vulnerability on the internet, you will find a detailed 
description of what it does. Here is a brief summary: 
 
“The Remote Desktop Protocol (RDP) implementation does not properly 
process packets in memory, which allows remote attackers to execute arbitrary 
code by sending crafted RDP packets triggering access to an object that was not 
properly initialized”. 
 
Now that Armitage is running, let’s search the vulnerability code in the search 
bar. Again, we will search for MS12_020, just see below. 
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Double-click on the upper selection, see above, and a new window will open: 
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Now double-click in the Value column and enter the IP of NY-AD-SERVER – 
200.0.1.200 and after that just click on Launch. 
 
Once the code execution is run, the output in the Armitage console should look 
similar to the following: 
 

 
 

Let’s now switch to SmartConsole and search for IPS logs. The below output 
confirms the IPS logs: 
 

 
If we now open one of the logs: 
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We can find good information about the attack. First of all, and most important 
is that the attack was detected, and not blocked. 
 
Protection Details section is also important and highlights Protection name, 
which Blade actually was used in the Process – and it is IPS. Also, good as a 
reference for further documentation, the industry reference is also present 
here – CVE-2012-0002, where CVE stands for Common Vulnerabilities and 
Exposures. The rest are pretty self-explanatory. 
 
Last thing to do in this lab is changing the IPS Activation Mode from Detect to 
Prevent. Go to Security Policies, under Threat Prevention go to Policies, right-
click on the Action Column – IPS Test Profile and select Edit. 
 
The configuration should look as below, click OK when done. 
 

 
 

Publish the changes and install the HQ policy.  
 
After installation is complete, run again the attack from the Attacker Kali Linux 
machine. 
 
Next, we will examine the logs again. While in Threat Prevention policy, if you 
select the rule in the rule base, you will be able to see logs for this specific rule, 
at the bottom, just like in case of Access Control Policies. 
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Even before I open any logs I can tell that something has changed. Before 
changing the IPS profile activation mode the action was to Detect and this is 
the yellow shield, now with activation mode in Prevent, I see a blue shield. I 
will open this log, the top one: 
 

 
 
Most important fact, protection type is IPS and this time we are blocking the 
attack, not just detecting it. 
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46.0 Lab: Check Point Backup and Restore Options 
 

Lab Objectives 
§ Explore snapshot management backup option 
§ Configure SMS and NY-FW-1 backup – Gaia Web UI & Clish 
§ Configure system level configuration backup – Gaia Web UI & Clish 
§ Configure scheduled backup 
 
The first backup option available – snapshot, represents the most complete 
backup you can run on Gaia OS. It encompasses both system configuration and 
Gaia OS level configuration. Important fact is that the resulting backup can only 
be used and reverted to the same type of Check Point appliance. You can’t take 
a snapshot of a 3000 series appliance and use that in a 5000 series Check Point 
appliance. 
 
You can perform a snapshot backup either in the Gaia Portal or using the clash 
(CLI Shell). Let’s take a look in the Gaia Portal and locate this configuration 
option. First, log in to the Gaia portal and scroll down on the left-hand side 
menu until Maintenance menu is visible. Click on Snapshot Management 
option: 
 

 
 

Before running a complete backup – snapshot, there is one thing that needs to 
be checked. Few questions that make sense at this point: 
 

- Is there enough disk space available in order to store the new 
backup? 

- What file size will the new snapshot backup be? 
 
This information is available both at Gaia Web UI and clish level.  
 
In the Gaia Portal, just before you start a new snapshot, take a look at the 
information below: 
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In my case, I can’t create snapshot since I don’t have enough disk space. A new 
snapshot backup will need 5,76G of space and I have only 1.19G available. 
 
The same information is available if you are using CLISH: 
 
 
 
 
 
In my case, disk space is limited since I optimized my server as much as possible 
in order to be able to run the whole lab topology.  
 
In order to complete a snapshot backup, the steps are easy and very 
straightforward. In the Gaia Portal, just click on New option: 
 

 
 
and provide a Name and Description for the new snapshot backup. 
 
If you like working at the CLI level, use the following command in order to first 
create the snapshot: 
  

NY-FW-1> show snapshots 
Creation of an additional restore point will need 5.760G 
Amount of space available for restore points is 1.19G 
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sdasasdasdas 
 
 
and when you need to use a previous snapshot (revert, export or import a 
previous snapshot) use the following commands: 
 
 
 
 
 
 
 
Now, let’s explore the second option – system backup and restore. 
 
We will first create a backup to our SMS server using the Gaia Portal. Scroll 
down again the left-hand side menu and under Maintenance menu click on 
System Backup: 

 
 
Please note the path to your backups is presented on the screen: 
 

 
 
 

NY-FW-1> add snapshot  
add snapshot VALUE desc VALUE 
 
 
 

NY-FW-1> set snapshot (press twice the ESC key on your keyboard and all the possible 
commands that start with set snapshot are displayed below) 
set snapshot export VALUE path VALUE name VALUE 
set snapshot import VALUE path VALUE name VALUE 
set snapshot revert VALUE 
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In order to initiate a system backup, just click on Backup, as highlighted above. 
 
Next, you need to decide where will the new backup file be stored, either 
locally on the machine or on a remote server. In this lab, we will select the first 
option This appliance and the backup file will be stored locally on this machine: 
 

 
 

In order to continue, just click on Backup. At this moment, if you still have the 
SmartConsole open, you will receive the below error: 
 

 
 
Simply close the SmartConsole and initiate backup operation again. 
 
If the backup process is started successfully, you should be displayed a similar 
window, like the one below: 
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At this moment, not that much information is displayed in the Gaia Portal. You 
can gain some visibility on the backup process at the CLI level.  
 
 
 
 
 
 
 
 
 
 
Running the show backups command twice highlights that indeed the process 
is running and I can see that the backup file size is growing, which is a good 
indication of course. 
 
Once the backup is completed, I am provided in the Gaia portal the following 
message – Finished backup 
 

 
 
The information is updated in the Web UI and I can now see the latest backup: 
 

 
 
I can check the information as well, at the CLI level: 
 
 
 

NY-SMS-1> show backups  
Backups location: /var/log/CPbackup/backups 
 
backup_NY-SMS-1.chkp.local_08_Dec_2019_13_40.tgz Sun, Dec 08, 2019 141.59 MB 
NY-SMS-1> show backups  
Backups location: /var/log/CPbackup/backups 
 
backup_NY-SMS-1.chkp.local_08_Dec_2019_13_40.tgz Sun, Dec 08, 2019 176.52 MB 
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Selecting this backup file in the Web UI, I can see what I can do with it: 
 

 
 
I can select Restore in order to restore the configuration on the NY-SMS-1 to 
this backup configuration, I can restore the configuration on the SMS using a 
remote backup file, I can delete the backup file or export it. 
 
Let’s now create a system backup of the NY-FW-1 appliance, but this time at 
the CLI level. Type add backup and double press ESC key on your keyboard. 
Here are the options: 
 
 
 
 
 
 
 
Since we will store the backup locally on the machine, I will type the complete 
command – add backup local 
 
 
 
 
 
 
 
 
 
 
 
 
  
 

NY-SMS-1> show backups  
Backups location: /var/log/CPbackup/backups 
 
backup_NY-SMS-1.chkp.local_08_Dec_2019_13_40.tgz Sun, Dec 08, 2019 443.20 MB 

NY-FW-1> add backup  
add backup ftp ip VALUE path VALUE username VALUE [ password VALUE interactive ] 
add backup local [ interactive ] 
add backup scp ip VALUE path VALUE username VALUE [ password VALUE interactive ] 
add backup tftp ip VALUE [ interactive ] 

NY-FW-1> add backup local 
Creating backup package. Use the command 'show backup status' to monitor creation 
progress. 
In order for the backup to be effective you should copy the file outside the machine. 
NY-FW-1> show backup status 
Performing local backup 
Step: Executing Pre-Backup Scripts 
Progress: 4% 
NY-FW-1> show backup status 
Performing local backup 
Step: Executing Pre-Backup Scripts 
Progress: 7% 
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The backup process starts immediately and you can monitor the progress by 
using the show backup status command, as highlighted above. 
 
 
 
 
 
 
 
Once complete, the output should change as highlighted above – local backup 
succeeded. 
 
At a later time, if needed, you can use the backup file in order to restore the 
configuration saved: 
 
 
 
 
 
 
 
 
In our case, since the backup is being stored locally on the machine, we can 
initiate a configuration restore by using the local option. 
 
 
The last option available is the system level configuration backup, which is 
performed at the CLI level. This option is useful when you need to preserve 
information such as interface IP addressing, routing information, etc.  
 
Let’s configure a system level configuration backup for NY-FW-1. 
 
 
 
 
 
 
 
 
 

NY-FW-1> show backup status  
local backup succeeded. 
Backup file location: /var/log/CPbackup/backups/backup_NY-FW-
1.chkp.local_08_Dec_2019_14_06.tgz 
Backup process finished in 00:18 seconds 
Backup Date: 08-Dec-2019 14:06:43 

NY-FW-1> set backup restore  
ftp        - Restore from the configuration stored on ftp server 
local      - Restore from locally saved configuration 
management - Restore from the configuration stored on management server 
scp        - Restore from the configuration stored on scp server 
tftp       - Restore from the configuration stored on tftp server 

NY-FW-1> save configuration NY-FW-1-Config-File 
NY-FW-1> expert 
Enter expert password: 
 
Warning! All configurations should be done through clish 
You are in expert mode now. 
  
[Expert@NY-FW-1:0]# pwd 
/home/admin 
[Expert@NY-FW-1:0]# ls 
NY-FW-1-Config-File  last_dump.log 
 
# Exported by admin on Sun Dec  8 14:15:22 2019 
# 
set installer policy check-for-updates-period 3  
set installer policy periodically-self-update on  
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 [Expert@NY-FW-1:0]# cat NY-FW-1-Config-File  
# 
# Configuration of NY-FW-1 
# Language version: 13.1v1 
# 
# Exported by admin on Sun Dec  8 14:15:22 2019 
# 
set installer policy check-for-updates-period 3  
set installer policy periodically-self-update on  
set installer policy send-cpuse-data off  
set installer policy auto-compress-snapshot on  
set installer policy self-test install-policy off  
set installer policy self-test network-link-up off  
set installer policy self-test start-processes on  
set arp table cache-size 4096 
set arp table validity-timeout 60 
set arp announce 2 
set message banner on  
 
set message motd off  
 
set message caption off  
set core-dump enable 
set core-dump total 1000 
set core-dump per_process 2 
set clienv debug 0 
set clienv echo-cmd off 
set clienv output pretty 
set clienv prompt "%M" 
set clienv rows 0 
set clienv syntax-check off 
set dns suffix chkp.local 
set dns primary 8.8.8.8 
set domainname chkp.local 
set edition 64-bit 
set expert-password-hash $1$DBDBBZBB$qDpnJuBoGsOJnEUe7qUBA0 
set format date dd-mmm-yyyy 
set format time 24-hour 
set format netmask Dotted 
set hostname NY-FW-1 
add allowed-client host any-host  
set web table-refresh-rate 15 
set web session-timeout 10 
set web ssl-port 443 
set web ssl3-enabled off 
 
<output omitted> 
 
set password-controls force-change-when no 
set password-controls deny-on-nonuse enable false 
set password-controls deny-on-nonuse allowed-days 365 
set password-controls deny-on-fail enable false 
set password-controls deny-on-fail failures-allowed 10 
set password-controls deny-on-fail allow-after 1200 
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I use the command save configuration <File Name> and provide a name for the 
resulting configuration file. The new configuration file is stored under the 
/home/admin folder, so I navigate to this folder in order to check the 
configuration file is there.  
 
Typing ls will list all the files under a folder and this highlights the new 
configuration file - NY-FW-1-Config-File. I can see the content by using another 
linux command – cat.  
 
At a later time, if I need to restore the configuration to this one, I can use the 
load configuration <File Name> command, at the CLI level. 
 
 
 
 
 
 
The last thing to cover in this lab is scheduled backups. I need to be able to 
schedule backups, so these are done automatically, at regular intervals. 
Scheduled backups configuration is available both in Gaia portal and at the CLI 
level. 
 
In Gaia Web UI, under Maintenance – System Backup, there is the Scheduled 
Backup option: 
 

 
 
As an example, let’s configure automatic scheduled backups for our SMS 
server. In order to start the configuration, click on Add Scheduled Backup. 
 
Fill in a name for the scheduled backup file, select where the backup file will be 
stored and configure the backup frequency. As an example, I have selected to 
create a weekly backup, each Saturday, at 1:00 AM. When configuration is 
complete, just click Add in order to finish the process. 

NY-FW-1> load configuration NY-FW-1-Config-File 
Done.                                           
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Once the backup is complete, you should see the new backup file in the Web 
UI: 
 

 
 
If you like more to work at the CLI level, you can do the same in clish. Below the 
command I used to configure a scheduled backup on NY-FW-1, on a weekly 
basis, on Saturday, at 1:00AM. 
 
 
 
 
 
Checking the Web UI on NY-FW-1, backup is confirmed: 

 

NY-FW-1> set backup-scheduled name Weekly_Backup recurrence weekly days 6 time 
1:00 
Backup was successfully scheduled. 
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47.0 Lab: Configure site-to-site VPN between New York and London  

 
Lab Objectives 
§ Configure VPN Domains 
§ Create the VPN Community 
§ Modify the Access Control Rule Base to accommodate the VPN traffic 
§ Full VPN Setup Testing 
 
In this lab we will configure a site-to-site VPN between New York and London 
sites. We will be using the New York SMS server as the CA authority, as this 
server will generate the certificates to be used in the VPN setup. 
 
First, we need to define the VPN domains for both sites. This is when we 
specify what traffic goes into the VPN tunnel, so what traffic we want to 
encrypt actually. 
 
We will start with the New York site. Let’s open the NY-FW-1 object and first 
we need to activate the IPsec VPN software blade. 
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Next, let’s expand the Network Management menu and select the VPN 
Domain. We will manually define here the VPN domain and specifically select 
the NY-LAN-NET – 172.16.10.0/24 subnet.. 
 

 
 

Now, let’s expand IPsec VPN menu and select Link Selection: 
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We want to make sure that each time we initiate the tunnel, we will use the 
external IP address, so we will statically define it here, by manually selecting it 
from available options. Configuration setting has been highlighted below. 
 
When configuration is complete, just click OK in order to continue. 
 
Now, let’s define the VPN domain for London site as well. I will open the  
L-FW-1 object and first enable IPsec VPN software blade. For the VPN domain, 
let’s select L-LAN-NET – 172.16.30.0/24 subnet, which we now from the Lab 
Diagram that it corresponds to internal LAN of London site. 
 

 
 
For the link selection, we will make sure now that the London security gateway 
will always use the external IP address when initiating the VPN tunnel and it 
makes sense to happen this way.  
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How do I determine the outgoing interface of the traffic ? Based on the routing 
table of the security gateway. When configuration is complete, just click OK. 
 
Finally, let’s publish the changes. 
 
We will continue now with the second step, VPN community configuration. We 
could create a new VPN community or edit the existing one. In the top-right 
corner, expand the Objects panel if it’s not expanded already, select VPN 
Communities and then My Intranet VPN community: 
 

  
 
Let’s stop for a second. As the names of the two VPN communities express, one 
is for remote access VPNs and the other – MyIntranet is for site-to-site VPNs, 
probably, right ?  
 
In the video lectures, we have gone through the two types of site-to-site VPNs 
– mesh and star. How do we know which kind of VPN community is this ?  
 
One easy way is to take a look in the MyIntranet menus once you open the 
object and see if VPN Routing menu is available. We know that VPN routing 
applies to Star VPN Communities, so if this menu is not available than the VPN 
community is the mesh type. On the left you have the MyIntranet VPN 
community and on the right there’s a new VPN community – star type. 
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So let’s edit the existing MyIntranet community. 
 

 
 
I will define the name – NY-LONDON-VPN-Community and add the Mesh 
comment. 
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Let’s first select the participating gateways, so what security gateways will be 
encrypting traffic (VPN Domain) ? Please click on the + sign and select actually 
the only two gateways available – NY-FW-1 and L-FW-1. 
 
One more setting is needed and this is related to NAT. Select Advanced from 
the left menu: 
 

 
 
This setting is important if you have objects that are configured with static NAT. 
 
Let’s now take a look at the encryption settings. Please select the third menu – 
Encryption. We will do some modifications on the default configuration. 
 
For Phase 1, we will change the Diffie-Hellman Group, so the hashing 
algorithm, from DH-2 to a more secure one – DH-19. Also, let’s enable Perfect 
Forward Secrecy and we will use also a more advanced Diffie-Hellman group – 
Group 14. 
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Click OK in order to continue. 
 
Last step in the process is to configure a new Rule in the Rule Base destined to 
the VPN traffic and also make sure that no NAT is performed for traffic 
between subnets in the two sites, New York and London. 
 
First let’s edit the HQ_Corporate_Policy, so this refers to New York site. Let’s 
add a new rule above the Pentesting rule, so this will be rule 3. We will name it 
VPN Traffic to London, for both source and destination select the two internal 
subnets – NY-LAN-NET and L-LAN-NET.  
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Next, for the VPN column, right-click in the VPN field and select Specific VPN 
Communities  
 

 
 
and now select the previously configured community: 
 

 
 
The Action will be Accept and let’s configure to Log the traffic. 
 
When complete, the new rule should look similar to the one below: 

 
 

 
Now, let’s concentrate on the NAT configuration. We will first create a new 
object – Network Group type, than encompasses all internal subnets from both 
sites and then configure static NAT that will basically deny traffic NAT 
translation between these subnets. 
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In the top-right corner, select New to create a new object and then New 
Network Group. 
 

 
 
I will name the new Network Group as NY-London-Subnets and include below 
all the subnets in these two sites: 
 

 
Click OK in order to continue. 
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Now, let’s switch to the NAT policy: 
 

 
 
and add a new rule at the top of the NAT Rule Base. Click on the first button 
and select Add rule to top: 
 

 
 
For the Original Source and Original Destination we will select the new Network 
Group – NY-London-Subnets and leave everything as it is, by default. 
 

 
 
Finally, let’s publish the changes and install the HQ_Corporate_Policy. 
 
Now, we will go through the same steps, but this time for London site. Let’s 
first open a new tab for the Branch_Policy by clicking on the + sign: 
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and double-click Branch_Policy: 
 

 
 
Let’s add a new rule above the DNS rule, following the same configuration as 
for the London site. The new rule should look like the one below: 
 

 
 
Now, let’s add another rule to the NAT policy. Again, we will add a new rule to 
the top and it should look similar to the one below: 
 

 
 
Finally, let’s publish the changes and install the Branch_Policy. 
 
Let’s verify our VPN setup.  
 
From the NY-LAN-1 PC, I will initiate an ICMP session to L-LAN-1 PC. If the ping 
is successful, then this is a good indication that VPN is up and running. 
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So it looks like ping is working. What about the logs ?  
 
I am currently working in the HQ_Corporate_Policy and I have selected the new 
VPN rule. Also, at the bottom, I have selected the Logs tab and I see that there 
is one log available: 
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Analysing the log, I can see all this great information in one place: 
- What are the VPN details ? Who is the VPN peer ? What security 

mechanisms have been enforced ? What VPN community is being 
used? 

- Next is type of traffic. What is the source and destination ? What 
traffic is this (service) ? 

- What is the Security Policy being used ? What was the action ? – 
Encrypt. What rules did the traffic match on? 

- More details about session and traffic highlighted also. 
 
One great tool that you can use for VPN tunnels is SmartView Monitor. In 
SmartConsole, go to Logs&Monitor and open a new tab. 
 

 
 
In the bottom-left corner, select Tunnel & User Monitoring: 
 

 
 
and Smartview Monitor application will open. 
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In the top-left corner, you can select Tunnels -> Tunnels on Community  
 

 
 
in order to see the status of all VPN tunnels in a specific VPN Community: 

 
 
or VPNs under Gateways Status: 
 

 
 
 


